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## Abstract

Geometric deep learning (GDL) uses the mathematical concepts of geometry to extend the powerful methods of deep learning to model data with complicated underlying manifolds such as molecules, proteins, social networks, and 3-dimensional images. More generally, it is a mathematical framework that unifies deep learning while also providing a method and theory to design high-quality models [1]. GDL proposes thinking of neural network architectures through the lens of invariants and symmetries. When thought of this way, we can compare GDL to Felix Wang's Erlangen program [2], which proposed methods to characterize different geometries. In this thesis, we present a self-contained presentation of the current state of geometric deep learning, both in terms of theory and practice, as presented in the seminal work by Bronstein et al. and in today's literature. Readers should have some background in statistics, linear algebra, and multivariable calculus. A background in algebra, geometry, and analysis is helpful for certain parts of the thesis, but we provide nearly all necessary definitions. In particular, we do not assume background in machine learning or deep learning. To that end, there may be content that seems rudimentary to either the machine learning expert or to the geometry expert, but this is necessary to enable accessibility for both groups. We begin by covering the fundamentals of machine learning and deep learning as well by providing motivation for GDL. We then develop the theory of GDL and utilize it to view existing deep learning models as GDL models and to propose a methodology for constructing GDL models. We conclude by presenting several applications of GDL. The contents of this thesis are of value to both practitioners and theorists interested in either geometry or machine learning.
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## Chapter 1

## Introduction

There has never been a better time for the study and practice of machine learning [3, 4] than now. Machine learning, in particular deep learning [5], has in recent years revolutionized a variety of fields including natural language processing [6], computer vision [7], game theory [8], biology [9], chemistry [10], physics [11], and even pure mathematics [12]. This has resulted in an explosion of excitement for machine learning amongst academic groups, large companies such as Google and Meta which boast massive research divisions, and industry in general which has seen a substantial uptick in machine learning and deep learning startups across several sectors [13].

The topic of this thesis is not machine learning in general or even deep learning, but the emerging sub-field that is geometric deep learning (GDL) [1]. What exactly is geometric deep learning and how distinct is it from deep learning? At a high level, GDL is deep learning with the integration of geometric priors on the data. Let's motivate this with two examples, one toy and another practical.

Suppose that we are dealing with data that has the plus sign: $\mathcal{\text { as }}$ its underlying manifold (Definition 31). In other words, we assume that the data lies on a structure shaped liked a plus sign. Generally speaking, we assume a Euclidean geometry prior on our data, however it is clear that this geometry would not apply to our data well. To see why not, note that under the Euclidean prior we would assume that the distance between two adjacent ends of the plus sign, denoted as $y$, is only $\sqrt{2}$ times larger than the distance between an end to the center, denoted as $x$. In reality, the distance between two adjacent ends is 2 times larger than the distance between an end to the center (i.e. $y=2 x$ ), since to navigate a path between adjacent ends we would have to go through the center. The Euclidean prior assumes that straight-line navigation between points is possible, which is not always the case.

For a more practical example we will consider AlphaFold [9] from DeepMind ${ }^{1}$. AlphaFold is a highly accurate protein structure/folding prediction model that substantially outper-

[^0]formed its competitors in the CASP14 ${ }^{2}$ structure prediction competition. Proteins consist of chains of amino acids which form a 3-D structure [14]. Proteins are equivariant under rigid motions, also known as Euclidean transformations, consisting of rotations and translations. To see this consider Figure 1.1 ("Ramachandran Plot" - Wikipedia), which depicts an idealized protein backbone along with the dihedral angles that define its structure. Rotating or translating the entirety of this structure does not alter it and so we expect a protein and a rotated and translated version of said protein to have the same properties. More mathe-


Figure 1.1: Idealized Protein Backbone with Dihedral angles $\Phi, \Psi, \omega$
matically, we say that proteins are $\mathrm{SE}(3)$-equivariant where $\mathrm{SE}(3)$ is the special Euclidean group in 3-dimensions:

$$
\mathrm{SE}(3)=\left\{\boldsymbol{M}: \boldsymbol{M}=\left(\begin{array}{cc}
\boldsymbol{R} & \boldsymbol{r} \\
\mathbf{0}_{1 \times 3} & 1
\end{array}\right), \boldsymbol{r} \in \mathbb{R}^{3}, \boldsymbol{R} \in \mathbb{R}^{3 \times 3}, \boldsymbol{R} \boldsymbol{R}^{\top}=\boldsymbol{R}^{\top} \boldsymbol{R}=\mathbb{1}, \operatorname{det} \boldsymbol{R}=1\right\}
$$

AlphaFold's loss functions and novel attention mechanisms are designed to enable $\mathrm{SE}(3)$ equivariance, allowing for the model to learn over the entire $\mathrm{SE}(3)$ group of transformed proteins, which is pivotal to its success [15]. We will discuss loss functions and the attention mechanism [16] later. At this point we only note their existence and importance.

The remainder of this introductory chapter presents the basics of machine learning and deep learning and discusses key challenges that motivate the field of geometric deep learning. We present this content in order to keep the thesis relatively self-contained and because machine learning is generally regarded as a statistics and computer science discipline and not a sub-field of mathematics. The more experienced reader is welcome and encouraged to skim or skip parts as they deem fit.

[^1]
### 1.1 Fundamentals of Machine Learning

What does it mean to learn? This question is beyond the scope of this thesis but the field of machine learning offers a small approximation to an answer for this question. Broadly speaking, a machine learning algorithm is an algorithm that is able to update itself or learn according to data it is provided [3]. We can further divide machine learning into three subdisciplines: supervised learning which involves labeled data, unsupervised learning which involves unlabeled data, and reinforcement learning which involves agents learning how to maximize rewards. There are also more specific sub-disciplines such as transfer learning and semi-supervised learning where models first learn to tackle an "upstream" task and then attempt to use that knowledge to improve performance on a "downstream" task. We will explore each of these three key types of machine learning along with some examples.

### 1.1.1 Supervised Learning

In the supervised learning context our dataset $\mathcal{D}$ has labels:

$$
\mathcal{D}=\left\{\left(\boldsymbol{x}_{1}, y_{1}\right),\left(\boldsymbol{x}_{2}, y_{2}\right), \ldots,\left(\boldsymbol{x}_{n}, y_{n}\right)\right\} .
$$

Each $\boldsymbol{x}_{i}$ is a set of features used to model the data and the corresponding value $y_{i}$ is a label to be modeled. Features can be quantitative (such as age, height, or weight), qualitative (such as a text passage), and even high-dimensional or multi-dimensional (such as the pixels in an image or pairwise atomic distances in a molecule). Regardless of what the features are, we can model them as a high-dimensional vector $\boldsymbol{x}_{i} \in \mathbb{R}^{n}$. Labels can be just as complex as features but tend to be lower-dimensional, so we again model $y_{i} \in \mathbb{R}^{m}$. We generally assume that the elements of the dataset are sampled independently and with identical distribution (IID) from some distribution.

The goal of supervised learning is to find a model $f$ that predicts the labels:

$$
f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m} \text { such that } \hat{y}_{i}=f\left(\boldsymbol{x}_{i}\right) \approx y_{i} .
$$

To measure the performance of our model we use a train set and a test set, which are disjoint subsets of the original dataset:

$$
\mathcal{D}=\mathcal{D}_{\text {train }} \cup \mathcal{D}_{\text {test }}, \quad \mathcal{D}_{\text {train }} \cap \mathcal{D}_{\text {test }}=\emptyset
$$

The reason for the disjointness is to measure the model's performance on out-of-distribution data. Generally speaking, we randomly select a subset of the data (around $80 \%$ in practice) to be training data and the remainder to be test data. To train the model we optimize a loss function $\mathcal{L}$ of the model on the train data. At a high-level, $\mathcal{L}$ measures the deviation between the true labels $y_{i}$ and the predicted labels $\hat{y}_{i}=f\left(\boldsymbol{x}_{i}\right)$ for $\left(\boldsymbol{x}_{i}, y_{i}\right) \in \mathcal{D}_{\text {train }}$. For the $m=1$ case where our labels are scalars a common loss function is the mean square error or MSE:

$$
\mathcal{L}_{\mathrm{MSE}}(f)=\frac{1}{\left|\mathcal{D}_{\text {train }}\right|} \sum_{\left(\boldsymbol{x}_{i}, y_{i}\right) \in \mathcal{D}_{\text {train }}}\left(y_{i}-\hat{y_{i}}\right)^{2}, \text { where } \hat{y}_{i}=f\left(\boldsymbol{x}_{i}\right) .
$$

### 1.1.1.1 Predicting Protein Stability

Let's look at an example of supervised learning from the protein space. Modeling protein function is a problem of great interest [17]. In Shanehsazzadeh et al., the authors use linear regression and convolutional neural network ensembles to model protein stability, each of which are scalar values (we will explore these models later, for now consider them abstractly as functions). Each protein sequence is a length $L$ string on an alphabet $\mathcal{A}$ of size approximately 20 (corresponding to the 20 amino acids): $|\mathcal{A}|=20$. To represent each protein, we use the one-hot encoding where we represent the element $a_{i} \in \mathcal{A}$ with the vector $e_{i}$ consisting of all zeroes except in the $i^{\text {th }}$ index. We then map

$$
\mathcal{A}^{L} \ni P=\left(a_{i_{1}}, a_{i_{2}}, \ldots, a_{i_{L}}\right) \rightarrow\left(\begin{array}{c}
e_{i_{1}} \\
e_{i_{2}} \\
\vdots \\
e_{i_{L}}
\end{array}\right) \in \mathbb{R}^{L \times|\mathcal{A}|}=\mathbb{R}^{L \times 20}
$$

The models are trained to predict the scalar protein stability values. See Figure 1.2 (Figure 2 of Shanehsazzadeh et al. [17]) for plots of their predicted values versus the true values:


Figure 1.2: Predicted vs. True Stabilities for Linear Regression Model (Left) and Ensemble of CNN Models (Right). Note that an ensemble of models is an average of multiple models.

### 1.1.2 Unsupervised Learning

In the unsupervised learning context our dataset $\mathcal{D}$ does not have labels:

$$
\mathcal{D}=\left\{\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}\right\} .
$$

Each $\boldsymbol{x}_{i}$ is again a set of features like in the supervised learning context. The goal of unsupervised learning is to learn insights about the data without using labels. There are several examples of unsupervised learning but in many ways it is more like an art form than supervised learning is. Let's cover a few of these examples:

### 1.1.2.1 Clustering

Clustering involves grouping elements of a dataset $\mathcal{D}$ into disjoint clusters:

$$
\mathcal{D} \rightarrow\left\{C_{1}, C_{2}, \ldots, C_{n}\right\} \text { such that } \mathcal{D}=\bigcup_{i=1}^{n} C_{i}, C_{i} \subset \mathcal{D}, C_{i} \cap C_{j}=\emptyset(i \neq j)
$$

See Figure 1.3 ("Cluster analysis" - Wikipedia) for a visual of density-based clustering.


Figure 1.3: Density Based Clustering
Clustering is useful for knowledge discovery and has applications to many fields including bioinformatics (e.g. genetic sequence modeling) and marketing (e.g. determining groups of consumers based on shopping habits).

There are many different clustering algorithms and methods. We will look at two popular ones. The most popular algorithm is $k$-means, which is a centroid-based clustering algorithm that finds a set of $k$ points $\boldsymbol{c}=\left\{\boldsymbol{c}_{1}, \boldsymbol{c}_{2}, \ldots, \boldsymbol{c}_{k}\right\}$ (referred to as centroids) in the data and builds clusters $\boldsymbol{C}=\left\{C_{1}, C_{2}, \ldots, C_{k}\right\}$ around these points with $\boldsymbol{c}_{i} \in C_{i}$. The algorithm finds clusters $\boldsymbol{C}$ by minimizing the sum of the intra-cluster sum of squares:

$$
\boldsymbol{C}^{*}=\underset{\boldsymbol{C}}{\operatorname{argmin}} \sum_{i=1}^{k} \sum_{\boldsymbol{x} \in C_{i}}\left\|\boldsymbol{x}-\boldsymbol{c}_{i}\right\|^{2},
$$

where $\|\cdot\|$ indicates the 2-norm (Definition 18). Note that in general we will use this notation to indicate the 2-norm unless otherwise specified.

Another popular algorithm is density-based spatial clustering of applications with noise (DBSCAN) [18]. DBSCAN has two parameters $\varepsilon \in \mathbb{R}^{+}$and minPts $\in \mathbb{N}$. The algorithm considers an $\varepsilon$-neighborhood (Definition 26) of each point in the data and any point that has at least minPts many neighbors (points in said neighborhood) is labeled a core point. Then points are connected to each other based on $\varepsilon$-proximity and the connected components of this graph are taken to create initial clusters. Any remaining points are assigned to a cluster if they are an $\varepsilon$-neighbor of (within $\varepsilon$ of) any point in that cluster, otherwise they are labeled as noise. DBSCAN is useful when the number of clusters is difficult to predict and when the structure of the data is not well understood, but it is still sensitive to its parameters.

### 1.1.2.2 Language Modeling

Language modeling is a task in natural language processing that aims to learn a model $f$ that predicts a probability distribution over sequences of words:

$$
f\left(w_{1}, w_{2}, \ldots, w_{n}\right) \leftrightarrow \mathbb{P}\left(w_{1}, w_{2}, \ldots, w_{n}\right), w_{i} \text { a word in the corresponding language, }
$$

where the bidirectional arrow indicates a correspondence between $f$ and $\mathbb{P}$ (most models do not predict the probability directly). More intuitively, note that the sentence "I love my mother" should have a much higher probability than the string of words "mother boat dog Jeep." This is an unsupervised learning task because the model sees unlabeled sequences of words in a particular language.

In the past, Markov models were used for language modeling, however deep learning, specifically the transformer model [16], is the state-of-the-art today. A major moment for the field occurred when OpenAI ${ }^{3}$ unveiled Generative Pre-trained Transformer 3 (GPT-3) [6], a 175 billion parameter deep language model that shattered previous state-of-the-art results in multiple language tasks including question-answering, reading comprehension, translation, text generation, and even arithmetic. GPT-3 is perhaps the closest model to passing a language-based Turing test [19].

### 1.1.3 Reinforcement Learning

Reinforcement learning describes algorithms designed to have an agent learn an optimal policy to maximize the reward it receives [20]. The reward is modeled by a reward function, which could range from binary functions (such as winning or losing a game) to more complicated functions (such as total winnings in a game of poker). The standard model for reinforcement learning uses a Markov decision process (MDP) model which consists of:

1. $S$ a set of states for the environment and agent
2. $A$ a set of actions the agent can take
3. $P\left(s, a, s^{\prime}\right)=\mathbb{P}\left(S_{t+1}=s^{\prime} \mid S_{t}=s, A_{t}=0\right)$, which is the transition probability of the agent ending up at state $s^{\prime}$ at time $t+1$ having been at state $s$ and taking action $a$ at time $t$
4. $R\left(s, a, s^{\prime}\right)$, which is the reward the agent receives after moving from state $s$ to $s^{\prime}$ via action $a$

The goal of reinforcement learning is to learn an optimal policy $\pi$ defined as

$$
\pi: S \times A \rightarrow[0,1] \text { such that } \pi(s, a)=\mathbb{P}\left(A_{t}=a \mid S_{t}=s\right)
$$

[^2]where optimality means that $\pi$ maximizes cumulative rewards.
A variety of methods exist to solve for $\pi$ including value iteration, policy iteration, temporal difference learning, Q-learning, and deep learning methods such as deep Q-learning [21].

Reinforcement learning has been highly successful at learning to play games at superhuman levels. These games can be of quite high complexity, even including the game of Go. In fact, DeepMind's AlphaGo model [8] was able to beat the world Go champion Lee Sedol ${ }^{4}$. More recently, DeepMind's MuZero model [22] was able to master a number of games without even knowing the rules and it was recently used for YouTube video compression ${ }^{5}$, opening the door to industrial applications.

### 1.1.4 Classical Machine Learning

While the topic of this thesis is a sub-field of deep learning, it is important to understand classical machine learning which preceded deep learning. Classical machine learning models are generally much less complex and "shallow" than deep learning models. They tend to be more interpretable as well and require feature engineering. We dive into the tried and true linear regression model as an example.

### 1.1.4.1 Linear Regression

Linear regression is used for supervised learning. For a practical example see Figure 1.2. Suppose we have $n$-dimensional features and want to model scalar labels. Then a linear regression model is parametrized by $\boldsymbol{\beta} \in \mathbb{R}^{n+1}$ such that:

$$
\hat{y}_{i}=f_{\boldsymbol{\beta}}\left(\boldsymbol{x}_{i}\right)=\beta_{0}+\beta_{1} x_{i 1}+\beta_{2} x_{i 2}+\cdots+\beta_{n} x_{i n}=\beta_{0}+\sum_{j=1}^{n} \beta_{j} x_{i j} .
$$

If we let $\boldsymbol{x}_{i}^{\prime}=\left(1, x_{i 1}, x_{i 2}, \ldots, x_{i n}\right)$ and have $N$ samples in our dataset then we can use matrix notation to write

$$
\boldsymbol{y}^{\prime}=\boldsymbol{X} \boldsymbol{\beta} \text { where } \boldsymbol{y}^{\prime}=\left(\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{N}
\end{array}\right), \boldsymbol{X}=\left(\begin{array}{c}
\boldsymbol{x}_{1}^{\prime} \\
\boldsymbol{x}_{2}^{\prime} \\
\vdots \\
\boldsymbol{x}_{N}^{\prime}
\end{array}\right)=\left(\begin{array}{ccccc}
1 & x_{11} & x_{12} & \ldots & x_{1 n} \\
1 & x_{21} & x_{22} & \ldots & x_{2 n} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
1 & x_{N 1} & x_{N 2} & \ldots & x_{N n}
\end{array}\right), \boldsymbol{\beta}=\left(\begin{array}{c}
\beta_{0} \\
\beta_{1} \\
\vdots \\
\beta_{n}
\end{array}\right) .
$$

To solve for $\boldsymbol{\beta}$ we minimize the loss function $\mathcal{L}\left(f_{\boldsymbol{\beta}}\right)=\frac{1}{N} \sum_{i=1}^{N}\left(y_{i}-f_{\boldsymbol{\beta}}\left(\mathbf{x}_{i}\right)\right)^{2}$.
Claim 1. The optimal solution that minimizes the loss function $\mathcal{L}\left(f_{\boldsymbol{\beta}}\right)$ is $\hat{\boldsymbol{\beta}}=\left(\boldsymbol{X}^{\top} \boldsymbol{X}\right)^{-1} \boldsymbol{X}^{\top} \boldsymbol{y}$ where $\boldsymbol{y}=\left(\begin{array}{llll}y_{1} & y_{2} & \ldots & y_{n}\end{array}\right)^{\top}$.

[^3]Proof. Write

$$
\begin{gathered}
\mathcal{L}\left(f_{\boldsymbol{\beta}}\right)=\frac{1}{N} \sum_{i=1}^{N}\left(y_{i}-f_{\boldsymbol{\beta}}\left(\mathbf{x}_{i}\right)\right)^{2} \propto\|\boldsymbol{y}-\boldsymbol{X} \boldsymbol{\beta}\|^{2}=(\boldsymbol{y}-\boldsymbol{X} \boldsymbol{\beta})^{\top}(\boldsymbol{y}-\boldsymbol{X} \boldsymbol{\beta}) \\
=\boldsymbol{y}^{\top} \boldsymbol{y}-\boldsymbol{y}^{\top} \boldsymbol{X} \boldsymbol{\beta}-\boldsymbol{\beta}^{\top} \boldsymbol{X}^{\top} \boldsymbol{y}+\boldsymbol{\beta}^{\top} \boldsymbol{X}^{\top} \boldsymbol{X} \boldsymbol{\beta}
\end{gathered}
$$

Then compute the gradient of the loss function

$$
\frac{\partial \mathcal{L}\left(f_{\boldsymbol{\beta}}\right)}{\partial \boldsymbol{\beta}} \propto-2 \boldsymbol{X}^{\top} \boldsymbol{y}+2 \boldsymbol{X}^{\top} \boldsymbol{X} \boldsymbol{\beta} .
$$

Setting the gradient to 0 gives us $\hat{\boldsymbol{\beta}}=\left(\boldsymbol{X}^{\top} \boldsymbol{X}\right)^{-1} \boldsymbol{X}^{\top} \boldsymbol{y}$. The last step is to show that the Hessian is positive definite. Note that $\frac{\partial^{2} \mathcal{L}\left(f_{\boldsymbol{\beta}}\right)}{\partial \boldsymbol{\beta}^{2}} \propto 2 \boldsymbol{X}^{\top} \boldsymbol{X}$. The matrix $\boldsymbol{X}^{\top} \boldsymbol{X}$ is a Gram matrix which is positive semi-definite and positive definite if and only if the columns of $\boldsymbol{X}$ are linearly independent, which we assume.

We see that the solution to linear regression is quite tractable. It is also worth noting that the model is very interpretable. The intercept $\beta_{0}$ is the mean value assuming all features are 0 . The weights $\beta_{i}$ for $i \geq 1$ correspond to the $i^{\text {th }}$ feature in the data. The sign of $\beta_{i}$ gives the direction of the correlation and $\left|\beta_{i}\right|$ gives a magnitude of the impact of the $i^{\text {th }}$ feature.

### 1.1.5 Deep Learning and Neural Networks

Our last stop before covering geometric deep learning is an overview of deep learning basics. In this thesis, we will consider deep learning models to be neural networks.

Neural networks consist of multiple layers of input-output transformations with nonlinear activations in between. The standard non-linear activation function is the Rectified Linear Unit (ReLU):

$$
\operatorname{ReLU}(x)=\max (0, x)
$$

The intuition behind the ReLU is that it mimics human neurons which do not fire unless they reach some activation threshold. Mathematically, non-linear activations give deep learning models their powerful expressivity. We thus write this model in the form

$$
F_{\text {Deep }}(\mathbf{x})=A_{n} \circ \operatorname{ReLU} \circ A_{n-1} \circ \operatorname{ReLU} \circ \cdots \circ A_{2} \circ \operatorname{ReLU} \circ A_{1}(\mathbf{x})
$$

where $n$ is the number of layers, each $A_{i}$ is a matrix transformation of appropriate dimension, and ReLU applied to a vector is done so element-wise. If each $A_{i}$ is a linear map then we say the network is fully-connected. Generally speaking, for a model to be "deep" we take $n>2$ (otherwise, it is considered a shallow model). Also, note that ReLU is not the only non-linear activation function and multiple others are used in practice.

Neural networks have massive expressive power, which is often described using a variety of universal approximation theorems. These theorems state something along the lines of "for any 'reasonable' function there exists a neural network with finite depth (number of layers) that can approximate it." We present one of these theorems and its weak converse here. The theorem is adapted from Park et al. and for a proof we recommend their paper to the reader [23].
Theorem 2 (Universal Approximation Theorem). Define a fully-connected ReLU network of depth d to be a neural network with d layers with ReLU activations between layers. For any $f \in L^{p}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ and $\varepsilon>0$ there exists a fully-connected ReLU network $F$ of depth $d_{n m}=\max (n+1, m)$ such that

$$
\int_{\mathbb{R}^{n}}\|f(x)-F(x)\|^{p}<\varepsilon .
$$

Additionally, there exists some $f \in L^{p}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ and $\varepsilon>0$ such that the above approximation bound does not hold for any fully-connected ReLU network $F$ with depth less than $d_{n m}$.

With Theorem 2 we see that as long as our data can be modeled by a "reasonable" function (a function in $L^{p}$ (Definition 19)) there exists some neural network that can approximate it arbitrarily closely. This implies the expressive power of neural networks, but we have not yet shown how to find a neural network to model a specific task. Unlike the case of classical machine learning models such as linear regression, neural networks can become very complicated both in terms of size (GPT-3 [6] has 175 billion parameters) and in terms of complexity (the non-linear activations, for example, make the function complicated). Because of this, we cannot hope to analytically optimize the loss function by computing its gradient and setting it to 0 (like we did for linear regression). However, the gradient of the loss function is still relevant to optimizing it.

Neural networks are trained using the gradient descent algorithm. The intuition behind gradient descent is that moving against the gradient of a differentiable function leads to a local minimum of said function. Gradient descent works as follows:

1. Let $F_{\boldsymbol{\omega}}$ be a neural network with parameters $\boldsymbol{\omega}$. Initialize $\boldsymbol{\omega}_{0}=\boldsymbol{\omega}$ (note that $\boldsymbol{\omega}$ can be randomly initialized).
2. Consider the loss function $\mathcal{L}\left(F_{\boldsymbol{\omega}}\right)$, which is a function of the parameters $\boldsymbol{\omega}$. The loss $\mathcal{L}$ could be a variety of things as long as it is a proxy for some kind of model performance and is differentiable, convex, and has Lipschitz continuous gradient. Two common loss functions are the mean squared error (MSE) for regression and the cross-entropy loss (CE) for classification. We define these loss functions here. Note that for the crossentropy loss we expect the model to predict one of $k$ categories and thus it should output a vector $\left(p_{1}, p_{2}, \ldots, p_{k}\right)$ with $p_{i}$ the probability that the input is assigned to category $i$ (as a result $p_{i} \in[0,1]$ and $\sum_{i=1}^{k} p_{i}=1$ ).

$$
\mathcal{L}_{\mathrm{MSE}}\left(F_{\boldsymbol{\omega}}\right)=\frac{1}{|\mathcal{D}|} \sum_{(\boldsymbol{x}, y) \in \mathcal{D}}\left(y-F_{\boldsymbol{\omega}}(\boldsymbol{x})\right)^{2}, y \in \mathbb{R}
$$

$$
\mathcal{L}_{\mathrm{CE}}\left(F_{\boldsymbol{\omega}}\right)=-\frac{1}{|\mathcal{D}|} \sum_{(\boldsymbol{x}, y) \in \mathcal{D}} \log \left(F_{\boldsymbol{\omega}}(\boldsymbol{x})_{y}\right), y \in\{1,2, \ldots, k\}
$$

3. Repeatedly update the model parameters using the formula:

$$
\boldsymbol{\omega}_{n+1}=\boldsymbol{\omega}_{n}-\eta \nabla \mathcal{L}\left(F_{\boldsymbol{\omega}_{n}}\right), \eta \in \mathbb{R}^{+}
$$

Continue updating the parameters until some condition is met, such as the loss attaining some value or after some number of iterations are completed. Note that the parameter $\eta$ is referred to as the learning rate. It is generally small to prevent the update from overshooting the local minimum.

We now prove that gradient descent minimizes the loss function (under certain assumptions).
Theorem 3 (Convergence of Gradient Descent). Let $\mathcal{L}$ be a loss function. We abuse notation and write $\mathcal{L}(\boldsymbol{\omega})$ instead of $\mathcal{L}\left(F_{\boldsymbol{\omega}}\right)$ to highlight the fact that the loss is a function of the parameters $\boldsymbol{\omega} \in \mathbb{R}^{p}$. We assume that $\mathcal{L}$ is convex, differentiable, and has an L-Lipschitz continuous gradient with respect to $\boldsymbol{\omega}$ so that $\left\|\nabla \mathcal{L}(\boldsymbol{\omega})-\nabla \mathcal{L}\left(\boldsymbol{\omega}^{\prime}\right)\right\| \leq L\left\|\boldsymbol{\omega}-\boldsymbol{\omega}^{\prime}\right\|$. Suppose that the optimal set of parameters are $\boldsymbol{\omega}^{*}=\operatorname{argmin}_{\boldsymbol{\omega} \in \mathbb{R}^{k}} \mathcal{L}(\boldsymbol{\omega})$. If we run $k$ iterations of gradient descent with learning rate $\eta \leq \frac{1}{L}$ and starting at $\boldsymbol{\omega}_{0}$ then we will find $\boldsymbol{\omega}_{1}, \boldsymbol{\omega}_{2}, \ldots \boldsymbol{\omega}_{k}$ such that

$$
\mathcal{L}\left(\boldsymbol{\omega}_{1}\right)>\mathcal{L}\left(\boldsymbol{\omega}_{2}\right)>\ldots>\mathcal{L}\left(\boldsymbol{\omega}_{k}\right) \geq \mathcal{L}\left(\boldsymbol{\omega}^{*}\right)
$$

and, in particular, gradient descent has convergence rate $O\left(\frac{1}{k}\right)$ :

$$
\mathcal{L}\left(\boldsymbol{\omega}_{k}\right)-\mathcal{L}\left(\boldsymbol{\omega}^{*}\right) \leq \frac{\left\|\boldsymbol{\omega}^{*}-\boldsymbol{\omega}_{0}\right\|^{2}}{2 k \eta}
$$

Proof. We adapt a proof from [4, 24].
We take a 2 nd order approximation of $\mathcal{L}$ around $\mathcal{L}(\boldsymbol{\omega})$. It follows from the fact that $\nabla \mathcal{L}$ is $L$-Lipschitz that

$$
\begin{aligned}
\mathcal{L}\left(\boldsymbol{\omega}^{\prime}\right) & \leq \mathcal{L}(\boldsymbol{\omega})+\nabla \mathcal{L}(\boldsymbol{\omega})^{\top}\left(\boldsymbol{\omega}^{\prime}-\boldsymbol{\omega}\right)+\frac{1}{2} \nabla^{2} \mathcal{L}(\boldsymbol{\omega})\left\|\boldsymbol{\omega}^{\prime}-\boldsymbol{\omega}\right\|^{2} \\
& \leq \mathcal{L}(\boldsymbol{\omega})+\nabla \mathcal{L}(\boldsymbol{\omega})^{\top}\left(\boldsymbol{\omega}^{\prime}-\boldsymbol{\omega}\right)+\frac{1}{2} L\left\|\boldsymbol{\omega}^{\prime}-\boldsymbol{\omega}\right\|^{2} .
\end{aligned}
$$

Now substitute $\boldsymbol{\omega}_{n}$ for $\boldsymbol{\omega}$ and $\boldsymbol{\omega}_{n+1}=\boldsymbol{\omega}_{n}-\eta \nabla \mathcal{L}\left(\boldsymbol{\omega}_{n}\right)$ for $\boldsymbol{\omega}^{\prime}$ :

$$
\begin{gathered}
\mathcal{L}\left(\boldsymbol{\omega}_{n+1}\right) \leq \mathcal{L}\left(\boldsymbol{\omega}_{n}\right)+\nabla \mathcal{L}\left(\boldsymbol{\omega}_{n}\right)^{\top}\left(\boldsymbol{\omega}_{n+1}-\boldsymbol{\omega}_{n}\right)+\frac{1}{2} L\left\|\boldsymbol{\omega}_{n+1}-\boldsymbol{\omega}_{n}\right\|^{2} \\
=\mathcal{L}\left(\boldsymbol{\omega}_{n}\right)-\eta \nabla \mathcal{L}\left(\boldsymbol{\omega}_{n}\right)^{\top} \nabla \mathcal{L}\left(\boldsymbol{\omega}_{n}\right)+\frac{1}{2} L\left\|\eta \nabla \mathcal{L}\left(\boldsymbol{\omega}_{n}\right)\right\|^{2} \\
=\mathcal{L}\left(\boldsymbol{\omega}_{n}\right)-\eta\left(1-\frac{\eta L}{2}\right)\left\|\nabla \mathcal{L}\left(\boldsymbol{\omega}_{n}\right)\right\|^{2}
\end{gathered}
$$

$$
\leq \mathcal{L}\left(\boldsymbol{\omega}_{n}\right)-\frac{\eta}{2}\left\|\nabla \mathcal{L}\left(\boldsymbol{\omega}_{n}\right)\right\|^{2}
$$

where in the last line we use the fact that $\eta \leq \frac{1}{L} \Longrightarrow 1-\frac{\eta L}{2} \geq \frac{1}{2}$. The result implies that as long as $\left\|\nabla \mathcal{L}\left(\boldsymbol{\omega}_{n}\right)\right\|^{2}>0$ (i.e. we have not reached the minimum) we will have $\mathcal{L}\left(\boldsymbol{\omega}_{n}\right)>\mathcal{L}\left(\boldsymbol{\omega}_{n+1}\right)$, as desired. Note that we relied on the learning rate being small: $\eta \leq \frac{1}{L}$. If the learning rate were too large the proof would not hold and we might "overshoot" the minimum.

Now for the convergence rate result, note that since $\mathcal{L}$ is convex we have

$$
\mathcal{L}\left(\boldsymbol{\omega}^{*}\right) \geq \mathcal{L}(\boldsymbol{\omega})+\nabla \mathcal{L}(\boldsymbol{\omega})^{\top}\left(\boldsymbol{\omega}^{*}-\boldsymbol{\omega}\right) \Longrightarrow \mathcal{L}(\boldsymbol{\omega}) \leq \mathcal{L}\left(\boldsymbol{\omega}^{*}\right)+\nabla \mathcal{L}(\boldsymbol{\omega})^{\top}\left(\boldsymbol{\omega}-\boldsymbol{\omega}^{*}\right) .
$$

Substituting $\boldsymbol{\omega}_{n}$ for $\boldsymbol{\omega}$ and using our earlier result we have

$$
\begin{gathered}
\mathcal{L}\left(\boldsymbol{\omega}_{n}\right) \leq \mathcal{L}\left(\boldsymbol{\omega}^{*}\right)+\nabla \mathcal{L}\left(\boldsymbol{\omega}_{n}\right)^{\top}\left(\boldsymbol{\omega}_{n}-\boldsymbol{\omega}^{*}\right) \Longrightarrow \\
\mathcal{L}\left(\boldsymbol{\omega}_{n+1}\right) \leq \mathcal{L}\left(\boldsymbol{\omega}^{*}\right)+\nabla \mathcal{L}\left(\boldsymbol{\omega}_{n}\right)^{\top}\left(\boldsymbol{\omega}_{n}-\boldsymbol{\omega}^{*}\right)-\frac{\eta}{2}\left\|\nabla \mathcal{L}\left(\boldsymbol{\omega}_{n}\right)\right\|^{2} \Longrightarrow \\
\mathcal{L}\left(\boldsymbol{\omega}_{n+1}\right)-\mathcal{L}\left(\boldsymbol{\omega}^{*}\right) \leq \frac{1}{2 \eta}\left(2 \eta \nabla \mathcal{L}\left(\boldsymbol{\omega}_{n}\right)^{\top}\left(\boldsymbol{\omega}_{n}-\boldsymbol{\omega}^{*}\right)-\eta^{2}\left\|\nabla \mathcal{L}\left(\boldsymbol{\omega}_{n}\right)\right\|^{2}\right) \\
=\frac{1}{2 \eta}\left(\left\|\boldsymbol{\omega}_{n}-\boldsymbol{\omega}^{*}\right\|^{2}-\left(\left\|\boldsymbol{\omega}_{n}-\boldsymbol{\omega}^{*}\right\|^{2}-2 \eta \nabla \mathcal{L}\left(\boldsymbol{\omega}_{n}\right)^{\top}\left(\boldsymbol{\omega}_{n}-\boldsymbol{\omega}^{*}\right)+\eta^{2}\left\|\nabla \mathcal{L}\left(\boldsymbol{\omega}_{n}\right)\right\|^{2}\right)\right) \\
=\frac{1}{2 \eta}\left(\left\|\boldsymbol{\omega}_{n}-\boldsymbol{\omega}^{*}\right\|^{2}-\left\|\boldsymbol{\omega}_{n}-\eta \nabla \mathcal{L}\left(\boldsymbol{\omega}_{n}\right)-\boldsymbol{\omega}^{*}\right\|^{2}\right) \\
=\frac{1}{2 \eta}\left(\left\|\boldsymbol{\omega}_{n}-\boldsymbol{\omega}^{*}\right\|^{2}-\left\|\boldsymbol{\omega}_{n+1}-\boldsymbol{\omega}^{*}\right\|^{2}\right) .
\end{gathered}
$$

Finally, we derive the desired result:

$$
\begin{aligned}
\mathcal{L}\left(\boldsymbol{\omega}_{k}\right)-\mathcal{L}\left(\boldsymbol{\omega}^{*}\right) & \leq \frac{1}{k} \sum_{n=1}^{k}\left(\mathcal{L}\left(\boldsymbol{\omega}_{n}\right)-\mathcal{L}\left(\boldsymbol{\omega}^{*}\right)\right) \leq \frac{1}{k} \sum_{n=1}^{k} \frac{1}{2 \eta}\left(\left\|\boldsymbol{\omega}_{n-1}-\boldsymbol{\omega}^{*}\right\|^{2}-\left\|\boldsymbol{\omega}_{n}-\boldsymbol{\omega}^{*}\right\|^{2}\right) \\
& =\frac{1}{2 k \eta}\left(\left\|\boldsymbol{\omega}_{0}-\boldsymbol{\omega}^{*}\right\|^{2}-\left\|\boldsymbol{\omega}_{k}-\boldsymbol{\omega}^{*}\right\|^{2}\right) \leq \frac{\left\|\boldsymbol{\omega}_{0}-\boldsymbol{\omega}^{*}\right\|^{2}}{2 k \eta}
\end{aligned}
$$

In practice, gradient descent can often not be utilized because of the size of the dataset (which can make the loss function computation intractable). Instead, stochastic gradient descent (SGD) is used. With SGD, we split our data into multiple batches and use each of those batches to estimate the loss function by running the gradient descent update one batch at a time. This sacrifices some accuracy in the form of estimation inaccuracy but allows for tractability. SGD has similar convergence guarantees as gradient descent, which for the sake of brevity we will not present but we refer the reader to [4] for a proof. There are numerous
versions of SGD used in the field such as the Adam optimizer [25].
The last thing to point out is the actual gradient computation. This can be done using the backpropagation algorithm which uses dynamic programming along with the chain rule from calculus. We will not discuss backpropagation extensively since it is primarily a practical detail and refer the curious reader to [4] for proper treatment of the algorithm.

Having presented some basic theoretical results about neural networks we now discuss some prominent neural network architectures.

### 1.1.5.1 Feedforward Neural Networks

Feedforward neural networks consist of compositions of linear maps (known as layers) along with non-linear activations between layers. For an $n$-dimensional feature vector and $m$ dimensional target vector let $f_{1}, f_{2}, \ldots, f_{k}$ be linear maps such that $f_{i}(\boldsymbol{v})=\boldsymbol{W}_{i} \boldsymbol{v}+\boldsymbol{b}_{i}$ with $\boldsymbol{W}_{1} \in \mathbb{R}^{h_{1} \times n}$ and $\boldsymbol{b}_{1} \in \mathbb{R}^{h_{1}}, \boldsymbol{W}_{i} \in \mathbb{R}^{h_{i+1} \times h_{i}}$ and $\boldsymbol{b}_{i} \in \mathbb{R}^{h_{i+1}}$ for $1<i<k$, and $\boldsymbol{W}_{k} \in \mathbb{R}^{m \times h_{k}}$ and $\boldsymbol{b}_{k} \in \mathbb{R}^{m}$. The matrices $\boldsymbol{W}_{i}$ and vectors $\boldsymbol{b}_{i}$ are referred to as weights and biases, respectively. The variables $h_{i} \in \mathbb{N}$ are referred to as hidden dimensions as they correspond to the size of the hidden layers of the model (intermediary states of the model used for computation). Let $\phi_{1}, \phi_{2}, \ldots, \phi_{k-1}$ be non-linear activation functions (such as ReLU). We define a feedforward neural network $F$ with depth (number of layers) $k$ for $\boldsymbol{x} \in \mathbb{R}^{n}$ such that

$$
F(\boldsymbol{x})=f_{k} \circ \phi_{k-1} \circ f_{k-1} \circ \phi_{k-2} \circ f_{k-2} \circ \cdots \circ \phi_{2} \circ f_{2} \circ \phi_{1} \circ f_{1}(\boldsymbol{x}) \in \mathbb{R}^{m}
$$

Note that the non-linear activations are essential for the model's expressive power since $A_{i} \circ A_{i-1}$ is simply another linear map. Also, note that this is not the only feedforward neural network architecture. There are many other versions that are in some way distinct from this standard model.

### 1.1.5.2 Recurrent Neural Networks

Recurrent neural networks (RNNs) are used to model sequential data such as time-series data. RNNs correspondingly have sequential hidden states that update each other while also updating and being updated based on the input. Let $\left(\boldsymbol{x}_{1}, y_{1}\right),\left(\boldsymbol{x}_{2}, y_{2}\right), \ldots,\left(\boldsymbol{x}_{\tau}, y_{\tau}\right)$ be our sequential features and labels. Let $\left\{\boldsymbol{h}_{t}: 1 \leq t \leq \tau\right\}$ be hidden states. Let $\left\{\boldsymbol{U}_{t}: 1 \leq t \leq \tau\right\}$ be weights corresponding to input to hidden connections. Likewise let $\left\{\boldsymbol{V}_{t}: 1 \leq t \leq \tau\right\}$ correspond to hidden to input connections and let $\left\{\boldsymbol{W}_{t}: 1 \leq t \leq \tau\right\}$ correspond to hidden to hidden connections. Let $\left\{\boldsymbol{b}_{t}: 1 \leq t \leq \tau\right\}$ and $\left\{\boldsymbol{c}_{t}: 1 \leq t \leq \tau\right\}$ be biases. The RNN performs updates from $t=1$ to $t=\tau$ as follows:

1. $\boldsymbol{a}_{t}=\boldsymbol{W}_{t} \boldsymbol{h}_{t-1}+\boldsymbol{U}_{t} \boldsymbol{X}_{t}+\boldsymbol{b}_{t}$ (update on previous hidden state and current input)
2. $\boldsymbol{h}_{t}=\phi_{t}\left(\boldsymbol{a}_{t}\right)$ (apply non-linear activation) - We often use $\phi_{i}(x)=\tanh (x)=1-\frac{2}{1+e^{2 x}}$.
3. $\boldsymbol{o}_{t}=\boldsymbol{V}_{t} \boldsymbol{h}_{t}+\boldsymbol{c}_{t}$ (set current output state based on current hidden state)
4. $\hat{y}_{t}=T\left(\boldsymbol{o}_{t}\right)$ (predict output based on output state) - The function $T$ depends on what kind of output we wish to predict. For classification with $y_{t} \in\{1,2, \ldots, k\}$ we could use

$$
\begin{aligned}
& T\left(\boldsymbol{o}_{t}\right)=\operatorname{softmax}\left(\boldsymbol{o}_{t}\right) \\
& =\left(\frac{1}{\sum_{i=1}^{k} \exp \left(\boldsymbol{o}_{t i}\right)}\right)\left(\exp \left(\boldsymbol{o}_{t 1}\right) \quad \exp \left(\boldsymbol{o}_{t 2}\right) \ldots \quad \exp \left(\boldsymbol{o}_{t k}\right)\right)=\left(\begin{array}{llll}
p_{t 1} & p_{t 2} & \ldots & p_{t k}
\end{array}\right) .
\end{aligned}
$$

Note that we have implicitly assumed $\boldsymbol{o}_{t}$ to be $k$-dimensional. We see that each $p_{t i} \in$ $[0,1]$ and $\sum_{i=1}^{k} p_{t i}=1$, giving us a probability distribution. We then model $p_{t i}=$ $\mathbb{P}\left(y_{t}=i\right)$.

RNNs are trained with a variant of backprogation known as backpropagation through time which computes gradients based on the recurrence relations by unwinding an RNN's computational graph. As was the case with feedforward neural networks, there are multiple variants of RNNs. For example, there is the Long Short Term Memory (LSTM) network, which is designed to deal with the vanishing gradient problem. RNNs rely on past hidden states (information in the past) to compute gradients. Looking too far back though can lead to arbitrarily small gradients which end up "vanishing" (being approximately 0 ). LSTMs are designed to mitigate this. Another interesting example is the Bidirectional LSTM (BiLSTM) which updates states both based on the previous state and the subsequent state. This is useful for modeling non-directional sequential data like protein sequences [26].

### 1.1.5.3 Convolutional Neural Networks

Convolutional neural networks (CNNs) are designed for grid-like data and use convolution somewhere in their architecture. For a discrete input $x$ and kernel $w$ the 1-dimensional convolution is given by:

$$
C(i)=(x * w)(i)=\sum_{j=-\infty}^{\infty} x(j) w(i-j)
$$

Note that we use a sum instead of an integral as we are doing a discrete convolution. For a 2-dimensional input $X$ and kernel $W$ we have the 2-D convolution:

$$
C(i, j)=(X * W)(i, j)=\sum_{k} \sum_{\ell} X(k, \ell) W(i-k, j-\ell) .
$$

See Figure 1.4 (Page 69, Figure 14 of Bronstein et al. [1]) for a visual of convolution. We can think of convolution as matrix multiplication if we use highly constrained Toeplitz matrices or circulant matrices. In practice, various other methods are used to minimize computational cost.

CNNs offer a number of benefits including sparseness, parameter sharing, and translational equivariance. By choosing a kernel that is smaller than our input we can sparsely learn
relevant features from our input while also sharing parameters for different regions of the input, giving us the former two properties. Translation equivariance follows from properties of the convolution. Specifically, if we take $f: X \rightarrow X^{\prime}$ where $X^{\prime}(x, y)=X(x-m, y-m)$ then applying $f$ to $X$ and convolving is equivalent to convolving and then applying $f$ to the convolved output.


Figure 1.4: Convolution with a Filter (Blue)
After convolution there are usually two steps in a CNN. First, a non-linear activation function is applied to the convolved output. Then, we apply pooling, which is essentially an aggregation operation. For example, max pooling involves taking the largest value in each small grid of the convolved output. Operations like pooling can be thought of as coarsening their input. We will see the importance of coarsening in Chapter 2.

There are multiple different CNN architectures ranging from having just one convolution layer to having many. There are also different architectures such as dilated convolutions which "skip" parts of the input when performing convolution. For an example of CNNs in practice see Figure 1.2.

### 1.1.5.4 Transformers

The transformer architecture [16] and its attention mechanism have pushed the state-of-theart in deep learning substantially further. The idea behind attention is to compute weights that represent sequential context and importance. Suppose we want to model a transformation between the sequences $\left\{\boldsymbol{x}_{i}: 1 \leq i \leq n\right\}$ and $\left\{\boldsymbol{y}_{j}: 1 \leq j \leq m\right\}$. How much should a particular $\boldsymbol{x}_{i}$ be weighed in determining a given $\boldsymbol{y}_{j}$ ? Attention mechanisms answer this question by determining an appropriate context weight $w_{i j}$ for the impact of $\boldsymbol{x}_{i}$ and $\boldsymbol{y}_{j}$ on each other.

For a more intuitive example, let's think about translation. Suppose I want to translate the English sentence "I run every day" to the Spanish sentence "Corro cada día." The word "run" is significant in determining the unconjugated Spanish verb "correr" and "I" determines the conjugation to "Corro" so "I run" has significant weight in determining "Corro." Similarly, "every day" translates directly to "cada día." We see then that "I run" should
have significantly less weight than "every day" in translating to "cada día." Determining these weights is of great importance when dealing with language and as a result it should come as no surprise that transformer models such as GPT-3 [6] are the state-of-the-art in natural language processing.

We now present scaled dot-product attention. Our input consists of $n$ query vectors $\left\{\boldsymbol{q}_{i}: 1 \leq i \leq n\right\}$ and $n$ key vectors $\left\{\boldsymbol{k}_{i}: 1 \leq i \leq n\right\}$ both of dimension $d_{k}$ as well as $n$ value vectors $\left\{\boldsymbol{v}_{i}: 1 \leq i \leq n\right\}$ of dimension $d_{v}$. Define the matrices

$$
\boldsymbol{Q}=\left(\begin{array}{ccc}
- & \boldsymbol{q}_{1} & - \\
- & \boldsymbol{q}_{2} & - \\
& \vdots & \\
- & \boldsymbol{q}_{n} & -
\end{array}\right), \boldsymbol{K}=\left(\begin{array}{ccc}
- & \boldsymbol{k}_{1} & - \\
- & \boldsymbol{k}_{2} & - \\
& \vdots & \\
- & \boldsymbol{k}_{n} & -
\end{array}\right), \boldsymbol{V}=\left(\begin{array}{ccc}
- & \boldsymbol{v}_{1} & - \\
- & \boldsymbol{v}_{2} & - \\
& \vdots & \\
- & \boldsymbol{v}_{n} & -
\end{array}\right) .
$$

Then the attention mechanism is defined as

$$
\operatorname{Attention}(\boldsymbol{Q}, \boldsymbol{K}, \boldsymbol{V})=\operatorname{softmax}\left(\frac{\boldsymbol{Q} \boldsymbol{K}^{\boldsymbol{\top}}}{\sqrt{d_{k}}}\right) \boldsymbol{V}
$$

where the softmax is applied row-wise. Let's break this down to better understand it. Note that the matrix product $\boldsymbol{Q} \boldsymbol{K}^{\top}$ consists of the dot products between the queries and the keys:

$$
\boldsymbol{Q} \boldsymbol{K}^{\boldsymbol{\top}}=\left(\begin{array}{ccc}
- & \boldsymbol{q}_{1} & - \\
- & \boldsymbol{q}_{2} & - \\
& \vdots & \\
- & \boldsymbol{q}_{n} & -
\end{array}\right)\left(\begin{array}{cccc}
\mid & \mid & & \mid \\
\boldsymbol{k}_{1}^{\top} & \boldsymbol{k}_{2}^{\top} & \ldots & \boldsymbol{k}_{n}^{\top} \\
\mid & \mid & & \mid
\end{array}\right)=\left[\boldsymbol{q}_{i} \boldsymbol{k}_{j}^{\mathrm{\top}}\right]_{1 \leq i, j \leq n}
$$

The row-wise softmax is determined by each query's dot products with the keys:

$$
\begin{gathered}
\operatorname{softmax}\left(\frac{\boldsymbol{Q} \boldsymbol{K}^{\boldsymbol{\top}}}{\sqrt{d_{k}}}\right)=\operatorname{softmax}\left(\frac{\left[\boldsymbol{q}_{i} \boldsymbol{k}_{j}^{\top}\right]_{1 \leq i, j \leq n}}{\sqrt{d_{k}}}\right)=\left(\begin{array}{cccc}
- & \boldsymbol{s}_{1} & - \\
- & \boldsymbol{s}_{2} & - \\
& \vdots & \\
- & \boldsymbol{s}_{n} & -
\end{array}\right) \\
\text { with } \boldsymbol{s}_{i}=\operatorname{softmax}\left(\begin{array}{llll}
\frac{1}{\sqrt{d_{k}}}\left(\begin{array}{llll}
\boldsymbol{q}_{i} \boldsymbol{k}_{1}^{\top} & \boldsymbol{q}_{i} \boldsymbol{k}_{2}^{\top} & \ldots & \left.\boldsymbol{q}_{i} \boldsymbol{k}_{n}^{\top}\right)
\end{array}\right)
\end{array} .\right.
\end{gathered}
$$

We now have

$$
\operatorname{Attention}(\boldsymbol{Q}, \boldsymbol{K}, \boldsymbol{V})=\operatorname{softmax}\left(\frac{\boldsymbol{Q} \boldsymbol{K}^{\boldsymbol{\top}}}{\sqrt{d_{k}}}\right) \boldsymbol{V}=\left(\begin{array}{ccc}
- & \boldsymbol{s}_{1} & - \\
- & s_{2} & - \\
& \vdots & \\
- & \boldsymbol{s}_{n} & -
\end{array}\right)\left(\begin{array}{ccc}
- & \boldsymbol{v}_{1} & - \\
- & \boldsymbol{v}_{2} & - \\
& \vdots & \\
- & \boldsymbol{v}_{n} & -
\end{array}\right)
$$

We can think of each $s_{i}$ as a weight vector corresponding to query $i$ that uses a function of the dot product of $\boldsymbol{q}_{i}$ with $\boldsymbol{k}_{j}$ to determine the appropriate weight for $\boldsymbol{v}_{j}$.


Figure 1.5: The Zoo of Neural Network Architectures

Scaled dot-product attention is not the only form of attention. There are various others such as multi-head attention which builds on scaled dot-product attention by running it in parallel multiple times. There are even task-specific attention mechanisms like those used for protein structure in AlphaFold [9].

### 1.1.5.5 Graph Neural Networks

Graph neural networks extend neural network models to data that is effectively represented using a graph [27]. Examples of such data include molecules, proteins, and social networks. These models are a major component of geometric deep learning with the ability to model other neural network architectures and we will discuss them in detail later. For now we only mention them and note that the power behind graph neural networks is a result of using the graph structure and updating each node's state according to its neighbors. Specifically, if we have a graph $\mathcal{G}=(\mathcal{V}, \mathcal{E})$ and use $v_{i} \sim v_{j}$ to denote neighbors (i.e. $\left.(i, j) \in \mathcal{E}\right)$ and if we let $\boldsymbol{h}_{i}^{t}$ denote the hidden state of $v_{i}$ at step $t$ then we have an update of the following form (where $\boldsymbol{W}_{i j}^{t}$ are learnable weights):

$$
\boldsymbol{h}_{i}^{t+1}=f\left(\sum_{j: v_{i} \sim v_{j}} c_{i j} \boldsymbol{W}_{i j}^{t} \boldsymbol{h}_{j}^{t}\right) .
$$

### 1.2 Motivation for Geometric Deep Learning

In the previous section, we saw a variety of different neural network architectures including feedforward neural networks, recurrent neural networks (RNNs) for sequential data, convolutional neural networks (CNNs) for grid-like data, transformers and attention, and graph neural networks (GNNs). We presented all of these models in a relatively unique manner without a unifying framework. We thus have a sort-of zoo of different neural network architectures akin to Figure 1.5 ("Geometric foundations of Deep Learning" - Michael Bronstein on Medium). A framework that unites these architectures would thus be very valuable to the field. Geometric deep learning (GDL) proposes such a framework by looking at architecture
symmetries and invariants, akin to Felix Klein's framework for geometry in his Erlangen program [2]. We will develop and explore this framework in the remainder of this thesis and use it to analyze popular neural network architectures.

After having seen the Universal Approximation Theorem (Theorem 2) it might be unclear why we would need any neural networks other than fully connected ReLU networks. While we can approximate any "reasonable" function with a neural network the how is the tricky part. The number of samples required to train the neural network to approximate said function within some error is the key metric. Let us consider the class of $d$-dimensional 1-Lipschitz functions. The number of samples necessary to estimate this class of functions to error $\varepsilon$ with neural networks is $O\left(\varepsilon^{-d}\right)$, which is too large in $d$. This is the so-called curse of dimensionality, showcased in Figure 1.6 (Page 9, Figure 2 of Bronstein et al. [1]).


Figure 1.6: Example of the Curse of Dimensionality: Lipschitz Functions Composed of Gaussian Kernels Placed in the Quadrants of $d$-Dimensional Hypercubes (Blue), Samples Needed to Estimate Functions (Red)

One benefit of different neural network architectures is that they can potentially deal with the high-dimensionality of inputs. CNNs for example take high-dimensional inputs (such as images) and reduce their dimension using convolution with a kernel. This convolution creates lower-dimensional features that are easier to model by aggregating local features in the original input. Geometric deep learning models can offer a similar kind of solution to the curse of dimensionality. Symmetries and invariances in the data lower the dimension of the problem. For example, utilizing the fact that proteins are $\mathrm{SE}(3)$-equivariant (i.e. they act the same if rotated and/or translated) was a key component of AlphaFold [9].

### 1.3 This Thesis

In the remainder of this thesis we will rigorously develop geometric deep learning, use it to view deep learning in a more unified manner, and study numerous applications. In Chapter 2 , we present the basics of this framework along with relevant background in geometry. In Chapter 3, we build out the framework by looking at different geometric domains. In Chapter 4, we analyze neural network architectures. And in Chapter 5, we explore applications.

## Chapter 2

## The Geometric Deep Learning Blueprint

As we have seen, tackling the challenge of high-dimensional learning is a fundamental problem in machine learning. We seek to tackle this challenge using principles we refer to as geometric priors [1]. Fundamentally, geometric priors on our data consist of symmetries (invariances of our data to certain transformations) and scale separation (the ability to recover information from a coarser grading of our data). Many deep learning architectures utilize these principles implicitly and making them explicit will allow us to better unify the field. For now, we leave the reader with the example of CNNs, which use convolutions (translational symmetry) and pooling operations (scale separation). We first present symmetry through the lens of mathematics and in doing so provide some relevant mathematical background and terminology. We only present the most essential background content and relegate the rest of the supplementary content to the Appendix. We will proceed to use this language to explain geometric priors and to create a blueprint of geometric deep learning. The familiar reader is once again welcome and encouraged to skim and skip as they deem appropriate.

### 2.1 Symmetry: A Mathematical Perspective

We can think of our neural networks as operations on functions (also referred to as signals0 from a domain $\Omega$ to a space $F$ so we naturally define the following space of functions:

Definition 4 ( $F$-valued Functions on $\Omega$ ). The space of $F$-valued functions on $\Omega$ is

$$
\mathcal{X}(\Omega, F)=\{x: \Omega \rightarrow F\} .
$$

We note the vector space structure and define addition and scalar multiplication as:

$$
(\alpha x+\beta y)(\omega)=\alpha x(\omega)+\beta y(\omega), \quad \alpha, \beta \in F, x, y \in \mathcal{X}(\Omega, F), \text { and } \omega \in \Omega
$$

Furthermore, if we define an inner product $\langle\cdot, \cdot\rangle_{F}$ on $F$ as well as a measure $\mu$ on $\Omega$ we can
define an inner product on $\mathcal{X}(\Omega, F)$ using an integral over $\Omega$

$$
\langle x, y\rangle=\int_{\Omega}\langle x(\omega), y(\omega)\rangle_{F} d \mu(\omega) .
$$

If $\Omega$ is discrete the measure $\mu$ must be discrete (likely the counting measure) and the integral becomes a sum. Note that we occasionally do not include $F$ and write $\mathcal{X}(\Omega)$ when $F$ is clear from the context or when $F$ can be arbitrary.

For a practical example of this definition, consider an RGB image with resolution $n \times m$. The space of such images is $\mathcal{X}(\Omega, F)$ where $\Omega=\mathbb{Z}_{n} \times \mathbb{Z}_{m}\left(\mathbb{Z}_{k}=\{0,1, \ldots, k-1\}\right.$ is the group of integers modulo $k$ under addition) represents the grid-like structure of the image and $F=[0,1]^{3}$ represents the RGB values of a pixel.

Symmetries are of great importance to us and as such we need a way to abstract the idea of a symmetry. Intuitively, two symmetries composed with each other should also be a symmetry, a symmetry should be reversible, and there should be a symmetry that leaves the system in place. These properties when made rigorous describe a group:

Definition 5 (Group). Let $\mathfrak{G}$ be a set and $\cdot$ be a binary operator on $\mathfrak{G}$ referred to as composition that maps $\mathfrak{G} \times \mathfrak{G} \rightarrow \mathfrak{G}$. For $\mathfrak{g}, \mathfrak{h} \in \mathfrak{G}$ we write $\mathfrak{g} \cdot \mathfrak{h}=\mathfrak{g h} \in \mathfrak{G}$ (this containment property is referred to as closure). We say ( $\mathfrak{G}, \cdot)$ forms a group if the following properties are satisfied:

1. There exists $\mathfrak{e} \in \mathfrak{G}$ such that $\mathfrak{g e}=\mathfrak{e g}=\mathfrak{g}$ for all $\mathfrak{g} \in \mathfrak{G}$. (existence of identity element)
2. For every $\mathfrak{g}$ there exists $\mathfrak{h}$ such that $\mathfrak{g h}=\mathfrak{h g}=\mathfrak{e}$. We denote $\mathfrak{h}=\mathfrak{g}^{-1}$. (existence of inverse element)
3. For all $\mathfrak{g}, \mathfrak{h}, \mathfrak{l} \in \mathfrak{G}$ we have $(\mathfrak{g h}) \mathfrak{l}=\mathfrak{g}(\mathfrak{h} \mathfrak{l})$. (associativity)

We in general write $\mathfrak{G}$ and omit the operator when it is clear from context. See Figure 2.1 ("Root of unity" - Wikipedia) for a visual example of a group.

Note that we do not in general have commutativity: $\mathfrak{g h}=\mathfrak{h g}$ for $\mathfrak{g}, \mathfrak{h} \in \mathfrak{G}$ (it could be the case that $\mathfrak{g h} \neq \mathfrak{h g}$ ). For an intuitive example, note that rotating a 3 -D object $90^{\circ}$ about the $x y$-plane and then rotating $90^{\circ}$ about the $y z$-plane is not the same as performing these rotations in the opposite order. Commutative groups are also referred to as Abelian groups.

Definition 6 (Subgroup). Consider a group $(\mathfrak{G}, \cdot)$ and $\mathfrak{H} \subset \mathfrak{G}$. If $(\mathfrak{H}, \cdot)$ forms a group then we say it is a subgroup of $(\mathfrak{G}, \cdot)$.

Definition 7 (Group Generators). If $G \subset \mathfrak{G}$ is such that every element $\mathfrak{g} \subset \mathfrak{G}$ can be written as a finite composition of elements of $G$ and their inverses:

$$
\mathfrak{g}=g_{1} g_{2} \cdots g_{n}, g_{i} \in G \text { or } g_{i}^{-1} \in G
$$

then we say that $G$ generates $\mathfrak{G}$.


Figure 2.1: 5th Roots of Unity: We can think of the roots of unity as a group. In this case $\mathfrak{G}=\left\{1, \omega, \omega^{2}, \omega^{3}, \omega^{4}\right\}$ where $\omega$ is a 5th root of unity not equal to 1 . The product of two roots of unity is $\omega^{i} \omega^{j}=\omega^{i+j \bmod 5}$, which is analogous to addition modulo 5 . We can thus think of $\mathfrak{G}$ as $\mathbb{Z}_{5}$.

Example 8 (Groups, Subgroups, and Generators). Let $\mathfrak{G}=\mathbb{Z}_{4}=\{0,1,2,3\}$ be the integers modulo 4 with addition as the composition operation. Then $\mathfrak{H}=\{0,2\}$ under the addition operation is a subgroup (in fact $\mathfrak{H}$ can be thought of as $\mathbb{Z}_{2}$ ). The group $\mathfrak{G}$ is generated by the element 1 since $1+1=2,2+1=3$, and $3+1=0$. Likewise, the element 2 generates the subgroup $\mathfrak{H}$ since $2+2=0$.

We note that while groups are interesting mathematical objects in their own right we are concerned with how they transform or act on our data. The following definition enables this:

Definition 9 (Group Action). Given a group $\mathfrak{G}$ and a set $\Omega$ a group action is a mapping which assigns each group element $\mathfrak{g} \in \mathfrak{G}$ and set element $\omega \in \Omega$ to another set element. This mapping is compatible with the group operations.

$$
(\mathfrak{g}, \omega) \mapsto \mathfrak{g} \cdot \omega \in \Omega \text { such that }(\mathfrak{g h}, \omega)=\mathfrak{g h} \cdot \omega=\mathfrak{g} \cdot(\mathfrak{h} \cdot \omega)=(\mathfrak{g},(\mathfrak{h}, \omega)) .
$$

For brevity, we write $\mathfrak{g} \cdot \omega=\mathfrak{g} \omega$. This definition extends to functions on $\Omega$. Given $x \in \mathcal{X}(\Omega)$ we have

$$
(\mathfrak{g} \cdot x)(\omega)=x\left(\mathfrak{g}^{-1} \omega\right) .
$$

We note that $(\mathfrak{g} \cdot(\mathfrak{h} \cdot x))(\omega)=((\mathfrak{g h}) \cdot x)(\omega)$ (and recommend verifying this claim as an exercise for the inexperienced reader).

Example 10 ( $\mathrm{SE}(3)$ Group Action). $\mathfrak{G}=\mathrm{SE}(3)$ is the special Euclidean group on 3 dimensions. It consists of 3 -D rotations and translations. If we let $\Omega=\mathbb{R}^{3}$ then the group action of $\mathfrak{G}$ on $\Omega$ is to rotate and translate the vector $\omega \in \mathbb{R}^{3}$.

Note that the group action on functions is linear:

$$
\mathfrak{g} \cdot(\alpha x+\beta y)=\alpha(\mathfrak{g} \cdot x)+\beta(\mathfrak{g} \cdot y), \quad x, y \in \mathcal{X}(\Omega), \alpha, \beta \text { scalars. }
$$

We can think of a group action using a group representation:
Definition 11 (Group Representation). A real n-dimensional representation of a group $\mathfrak{G}$ is a map $\rho: \mathfrak{G} \rightarrow \mathbb{R}^{n \times n}$ satisfying the following properties:

1. $\rho(\mathfrak{g})$ is invertible for $\mathfrak{g} \in \mathfrak{G}$
2. $\rho(\mathfrak{g h})=\rho(\mathfrak{g}) \rho(\mathfrak{h})$ for $\mathfrak{g}, \mathfrak{h} \in \mathfrak{G}$

If $\rho(\mathfrak{g})$ is unitary or orthogonal we call $\rho$ a unitary or orthogonal representation, respectively. We note that the action of $\mathfrak{G}$ on $\mathcal{X}(\Omega)$ is given by $\rho(\mathfrak{g}) x(\omega)=x\left(\mathfrak{g}^{-1} \omega\right)$. Additionally, if we have $\rho: \mathfrak{G} \rightarrow \mathbb{C}^{n \times n}$ we say $\rho$ is a complex $n$-dimensional representation of $\mathfrak{G}$.

The motivation behind our study of groups is to abstractly model symmetry. To that end, we will define functions that are either group invariant or group equivariant.

Definition 12 (Group Invariant Function). We say a function $f: \mathcal{X}(\Omega) \rightarrow \mathcal{Y}$ is $\mathfrak{G}$-invariant if the group action of $\mathfrak{G}$ on the input of $f$ does not affect its output:

$$
f(\rho(\mathfrak{g}) x)=f(x), \quad x \in \mathcal{X}(\Omega), \mathfrak{g} \in \mathfrak{G} .
$$

Definition 13 (Group Equivariant Function). We say a function $f: \mathcal{X}(\Omega) \rightarrow \mathcal{X}\left(\Omega^{\prime}\right)$ is $\mathfrak{G}$-equivariant if the group action of $\mathfrak{G}$ on the input of $f$ has the same affect on its output.

$$
f(\rho(\mathfrak{g}) x)=\rho^{\prime}(\mathfrak{g}) f(x), \quad x \in \mathcal{X}(\Omega), \mathfrak{g} \in \mathfrak{G},
$$

where we note that there are distinct representations $\rho$ and $\rho^{\prime}$ of $\mathfrak{G}$ corresponding to $\mathcal{X}(\Omega)$ and $\mathcal{X}\left(\Omega^{\prime}\right)$, respectively.

We have already seen an example of invariance and equivariance with convolutional neural networks (CNNs). When modeling images, shift-invariance (invariance to translations of the image) is a desired property. The convolutional layers of a CNN are actually shiftequivariant while the pooling operations are shift-invariant. We will see in general that an equivariant layer followed by an invariant layer is a common method in deep learning architectures.

### 2.2 Domain Structure and Stability

We are almost ready to present the blueprint but before doing so we will aim to better understand our space of problems by studying the domain.

### 2.2.1 More Granular Structure

We have thus far considered our domain $\Omega$ without paying attention to its structure. The amount of structure we give to $\Omega$ will depend on what our objective is. In general, coarser structures are easier to deal with computationally and we will prefer them for that reason, but for certain problems we may need to use a more granular structure. For a physical example, note that we may estimate planetary motions using Newtonian mechanics (coarse) while estimating errors in quantum computers requires atomic physics (granular).

At the coarsest level we know that $\Omega$ is a set with some elements. When we think of sets at this level we are concerned with bijections (Definition 21), which are invertible maps between sets (a bijection between two sets implies that they have the same number of elements).

At a more granular level, $\Omega$ could be a topological space (Definition 25). In this case bijections do not capture the relevant topological structure and we instead care about homeomorphisms (Definition 30) which are bijections between spaces that are continuous (Definition 29) and have continuous inverses. Intuitively, $f$ is continuous if it maps an open neighborhood (Definition 26) about a point $x \in X$ to an open neighborhood about $f(x) \in f(X)$.

There is still more granularity that we can add. For example, we can add differential structure if $\Omega$ is a differential manifold (Definition 35), in which case we care about diffeomorphisms (Definition 38). These are analogous to homeomorphisms but with the requirement of being continuously differentiable (the same requirement holds for the inverse). We may also be able to consider distance (Definition 23) or orientation on our space. To think about orientation intuitively, look at your left and right hands and note that they are mirror images of each other. You cannot rotate or translate one to look like the other, you must reflect your hand to do so. And building off the idea of distance (also known as metrics), we may be able to endow a smooth manifold with a specific metric structure, making it a Riemannian manifold (Definition 42).

Thus far our symmetries have been thought of as maps from the domain $\Omega$ to itself. These maps are known as automorphisms. More generally, we are interested in isomorphisms (Definition 20) which are mappings between two distinct domains $\Omega$ and $\Omega^{\prime}$ that show they are equivalent (an automorphism on $\Omega$ is an isomorphism between $\Omega$ and itself). An example of an automorphism would be the identity map on $X=\{0,1\}$ (the identity map is always an automorphism and is referred to as the trivial automorphism), whereas an isomorphism would be a map between $X$ and $Y=\{a, b\}$ that takes $0 \mapsto a$ and $1 \mapsto b$. These maps are bijections that preserve structure on sets so they can be referred to as a set automorphism and a set isomorphism, respectively.

For a less contrived example, consider the group of integers modulo $5: \mathbb{Z}_{5}$ and let $\mathfrak{G}$ be the 5 th roots of unity (Figure 2.1) with group operation given by multiplication. We note that for $\omega^{i}, \omega^{j} \in \mathfrak{G}$ we have $\omega^{i} \omega^{j}=\omega^{i+j \bmod 5}$ and for $i, j \in \mathbb{Z}_{5}$ we have $i+j=(i+j) \bmod 5$.

This implies that the map $f$ which takes $i \mapsto \omega^{i}$ is an isomorphism between $\mathfrak{G}$ and $\mathbb{Z}_{5}$. In fact, $f$ is a group isomorphism (Definition 22) since it respects the group structure:

$$
f(i+j)=\omega^{i+j}=\omega^{i} \omega^{j}=f(i) \cdot f(j)
$$

We can extend these definitions to graphs as well:
Definition 14 (Graph Isomorphism and Automorphism). Given two graphs $\mathcal{G}=(\mathcal{V}, \mathcal{E})$ and $\mathcal{G}^{\prime}=\left(\mathcal{V}^{\prime}, \mathcal{E}^{\prime}\right)$ a graph isomorphism between $\mathcal{G}$ and $\mathcal{G}^{\prime}$ is a map $f: \mathcal{V} \rightarrow \mathcal{V}^{\prime}$ that respects the graph structure:

$$
(f(u), f(v)) \in \mathcal{E}^{\prime} \Longleftrightarrow(u, v) \in \mathcal{E} .
$$

A graph automorphism on $G$ is a graph isomorphism between $G$ and itself.
The existence of non-trivial (non-identity) automorphisms on a graph $\mathcal{G}$ implies symmetries which may be exploitable. See Figure 2.2a ("Asymmetric graph" - Wikipedia) for a graph with no automorphisms and Figure 2.2b ("Petersen graph" - Wikipedia) for a graph with multiple automorphisms.


Figure 2.2: (a) The Frucht graph has no automorphisms. (b) The Petersen graph has 120 automorphisms.

### 2.2.2 Stability and Local Symmetries

Our perspective on symmetry so far has been global in that we have considered transformations of the entire domain $\Omega$. This is not sufficient to model the problem landscape though. Consider a scene from a movie. After a short period of time it is likely that many objects have moved from their initial frame despite the relative context of the scene staying intact. In this case, our domain $\Omega$ is fixed but we are deforming $\mathcal{X}(\Omega)$ over time. Now suppose the film switches camera angles to better highlight a specific character. This is a deformation of
the domain but we still expect similar context to the previous scene. We need to properly model these local symmetries, which are more noisy and inexact compared to the global symmetries.

### 2.2.2.1 Function Stability

Consider an element of the hypothesis class $f \in \mathcal{F}(\mathcal{X}(\Omega))$ (the hypothesis class is the set of functions under consideration by our model). Intuitively, a small deformation of $x \in \mathcal{X}(\Omega)$ should not substantially alter our hypotheses $f(x)$. We could then consider our small deformations to be diffeomorphisms $g \in \operatorname{Diff}(\Omega)$ that only slightly change $x$.

It is important to note though that composing multiple small deformations can lead to a large deformation which does alter the set of hypotheses. This motivates us to consider a specific symmetry subgroup the domain possesses: $\mathfrak{G} \subset \operatorname{Diff}(\Omega)$ and to measure the proximity of any diffeomorphism $g$ from this subgroup (this subgroup could correspond to translations or rotations, for example). We can measure this proximity using a complexity measure $c(g)$ which is 0 for $g \in \mathfrak{G}$. This gives us a condition for deformation stability:

$$
\|f(\rho(g) x)-f(x)\| \leq C(c(g)\|x\|), \forall x \in \mathcal{X}(\Omega)
$$

where $C$ is a constant independent of $x$ and we have the group action $\rho(g) x(\omega)=x\left(g^{-1} \omega\right)$. We call such a function $x$ geometrically stable.

Since $c$ is 0 on $\mathfrak{G}$ this definition of stability generalizes our rigid notions of group invariance and equivariance with a more flexible one. Correspondingly, the complexity is relevant to the problem and must be appropriately defined. One example for images is

$$
c(g)=\left(\int_{\Omega}\|\nabla g(\omega)\|^{2} d \omega\right)^{\frac{1}{2}}
$$

which measures the proximity of $g$ from a constant displacement (translation).

### 2.2.2.2 Domain Stability

Now we consider what happens when our domain $\Omega$ is deformed. Two contexts where this is common are graphs and manifolds. A graph modeling human interactions could gain or lose participants (vertices) or interactions (edges) and a manifold modeling a 3-dimensional object such as a molecule can be transformed to match a change in the molecule.

To characterize this deformation we need an appropriate metric $d$ on the space of domains $\mathcal{D}$ (i.e. the space of graphs or of manifolds). We should have $d\left(\Omega, \Omega^{\prime}\right)=0$ for equivalent $\Omega$ and $\Omega^{\prime}$. In the context of graphs, there is the graph edit distance which measures the minimum cost of vertex and edge substitutions, insertions, and deletions necessary to transform between graphs. With zero-cost substitutions this metric is zero for isomorphic graphs.

One way to construct such a distance $d$ is using an "alignment mapping" $T: \Omega \rightarrow \Omega^{\prime}$ which attempts to map between the two domains in a way that best preserves structures. For an example, let us view Riemannian manifolds (Definition 42) as metric spaces with geodesic distances (Definition 43) $d_{\Omega}$ and $d_{\Omega^{\prime}}$ for $\Omega$ and $\Omega^{\prime}$. Let $\mathfrak{G}$ be the group of isomorphisms on $\mathcal{D}$. Then we can consider deformed functions $x \in \mathcal{X}(\Omega) \Longrightarrow x^{\prime}=x \circ T^{-1} \in \mathcal{X}\left(\Omega^{\prime}\right)$ and we have a metric:

$$
d_{\mathcal{D}}\left(\Omega, \Omega^{\prime}\right)=\inf _{T \in \mathfrak{G}}\left\|d_{\Omega}-d_{\Omega^{\prime}} \circ(T \times T)\right\|,
$$

where we have $\left(d_{\Omega^{\prime}} \circ(T \times T)\right)\left(\omega_{1}, \omega_{2}\right)=d_{\Omega^{\prime}}\left(T\left(\omega_{1}\right), T\left(\omega_{2}\right)\right)$ for $\omega_{1}, \omega_{2} \in \Omega$. Note that the norm (Definition 17) above is over the domain product space $\Omega \times \Omega$ and so we have converted a distance between elements of the domains $\Omega$ and $\Omega^{\prime}$ to a distance on the entire domains.

With this infrastructure in place we can define domain deformation stability. We consider the space of functions defined over varying domains: $\mathcal{X}(\mathcal{D})=\{(\mathcal{X}(\Omega), \Omega): \Omega \in \mathcal{D}\}$ and say that $f: \mathcal{X}(\mathcal{D}) \rightarrow \mathcal{Y}$ is stable to domain deformations if

$$
\left\|f(x, \Omega)-f\left(x^{\prime}, \Omega^{\prime}\right)\right\| \leq C\|x\| d_{\mathcal{D}}\left(\Omega, \Omega^{\prime}\right), \forall \Omega, \Omega^{\prime} \in \mathcal{D}, \forall x \in \mathcal{X}(\Omega)
$$

### 2.2.2.3 Coarsening via Scale Separation

Our notion of deformation stability has allowed us to present local symmetries which strengthen our previous priors on global symmetry. However, we have still not achieved a sufficient degree of symmetry to tackle the curse of dimensionality. We have previously discussed the value of coarsening a representation and thus exploiting multiscale structure (information at different structural levels of an object). We will describe this in greater detail after a brief foray into Fourier analysis.

We can use the 1-dimensional Fourier transform to express $x(\omega) \in L^{2}(\Omega)$ (Definition 19) on $\Omega=\mathbb{R}$ using a linear combination of orthogonal basis functions $\varphi_{\xi}(\omega)=e^{i \xi \omega}$ and their frequencies $\xi$ :

$$
\hat{x}(\xi)=\int_{\mathbb{R}} x(\omega) e^{-i \xi \omega} d \omega
$$

We note the connection between convolution with a filter $\theta$ and the Fourier transform via the convolution theorem:

$$
(x * \theta)(\omega)=\int_{\mathbb{R}} x(\nu) \theta(\omega-\nu) d \nu \Longrightarrow \widehat{(x * \theta)}(\xi)=\hat{x}(\xi) \cdot \hat{\theta}(\xi)
$$

The Fourier transform is able to reveal global properties of the function such as smoothness, which is useful for symmetries.

For our multiscale representation we want to decompose $x$ into elementary functions that are local in frequency (like the Fourier transform) but also in space. We do this using
a mother wavelet $\psi$ which produces a wavelet atom via a continuous wavelet transform:

$$
\left(W_{\psi} x\right)(\omega, \xi)=\xi^{-\frac{1}{2}} \int_{\mathbb{R}} \psi\left(\frac{\nu-\omega}{\xi}\right) x(\nu) d \nu
$$

Typically we sample the scale $j$ and let $\xi=2^{-j}$ and $\omega=k 2^{-j}$ for some constant $k$.
The wavelet decompositions can be used as stable representations of deformations, in particular those that are high-frequency (for which Fourier decompositions are unstable). Consider a shift automorphism on $\Omega$ given by $g(\omega)=\omega-\nu$. The linear representation of the shift is $\rho(g)=S_{\nu}$ which shifts the phase of the Fourier transform:

$$
\widehat{\left(S_{\nu} x\right)}(\xi)=e^{-i \xi \nu} \hat{x}(\xi)
$$

We note that the Fourier modulus $f(x)=|\hat{x}|$ is shift-invariant $f\left(S_{\nu} x\right)=f(x)$. If we have a small translation $g(\omega)=\omega-g^{\prime}(\omega)$ with $\sup _{\omega \in \Omega}\left\|\nabla g^{\prime}(\omega)\right\| \leq \varepsilon$ then it can be shown that

$$
\frac{\|f(\rho(g) x)-f(x)\|}{\|x\|}=O(1)
$$

for arbitrarily small $\varepsilon$, suggesting the instability of the Fourier representation under deformations.

Wavelets on the other hand offer the necessary stability [28]:

$$
\frac{\left\|\rho(g)\left(W_{\psi} x\right)-W_{\psi}(\rho(g) x)\right\|}{\|x\|}=O(\varepsilon)
$$

where $\rho(g)$ acts on the spatial coordinate $\omega$ of $\left(W_{\psi} x\right)(\omega, \xi)$. We note that we have an approximate equivariance above and not yet an invariance.

We will aim to coarsen our domain $\Omega$ at different scales into a hierarchy $\Omega_{1}, \Omega_{2}, \ldots, \Omega_{J}$. At a high-level, a coarsening groups nearby points in $\Omega$, which implies the necessity of a metric over the domain. We can extract a notion of local stability from this coarsening. Letting $\mathcal{X}_{j}\left(\Omega_{j}, F_{j}\right)=\left\{x_{j}: \Omega_{j} \rightarrow F_{j}\right\}$ we call $f: \mathcal{X}(\Omega) \rightarrow \mathcal{Y}$ locally stable at scale $j$ if there exists a function $f_{j}: \mathcal{X}_{j}\left(\Omega_{j}\right) \rightarrow \mathcal{Y}$ at scale $j$ and a non-linear coarsening $C_{j}: \mathcal{X}(\Omega) \rightarrow \mathcal{X}_{j}\left(\Omega_{j}\right)$ to scale $j$ such that $f \approx f_{j} \circ C_{j}$. This definition essentially says that the long-range interactions that $f$ depends on can be determined from localised interactions at scale $j$.

Coarsening via scale separation is fundamental in machine learning and shows up as local pooling in convolutional neural networks and graph neural networks, as we will see.

### 2.3 The Blueprint

We now combine the ideas developed so far into a general framework for high-dimensional learning by looking at functions in $\mathcal{X}(\Omega, F)$ with domain $\Omega$ that has symmetry group $\mathfrak{G}$.

We have not yet arrived at a single architecture but our observations suggest a construction. The first thing to note is that for expressivity we require non-linear functions $f$ since otherwise by $\mathfrak{G}$-invariance we have:
$f(x)=\frac{1}{\mu(\mathfrak{G})} \int_{\mathfrak{G}} f(x) d \mu(\mathfrak{g})=\frac{1}{\mu(\mathfrak{G})} \int_{\mathfrak{G}} f(\mathfrak{g} x) d \mu(\mathfrak{g})=f\left(\frac{1}{\mu(\mathfrak{G})} \int_{\mathfrak{G}}(\mathfrak{g} x) d \mu(\mathfrak{g})\right), \forall x \in \mathcal{X}(\Omega)$,
where $\mu(\mathfrak{g})$ is the Haar measure (Definition 44) of the group $\mathfrak{G}$ (which we can think of as assigning a volume to subsets of $\mathfrak{G})$ and $\mu(\mathfrak{G})=\int_{\mathfrak{G}} d \mu(\mathfrak{g})$. The equality above indicates that $f$ depends on the group average of $x$ over $\mathfrak{G}$, which is a disastrous result (imagine if we represented every pixel of an image by the average pixel).

This suggests that linear invariant functions are not very powerful objects. However, linear equivariant functions do not have such constraints and are much more useful especially since we can compose them with certain non-linear maps. Specifically, take a $\mathfrak{G}$-equivariant $\operatorname{map} f: \mathcal{X}(\Omega, F) \rightarrow \mathcal{X}\left(\Omega, F^{\prime}\right)$ and an arbitrary (potentially non-linear) map $\sigma: F^{\prime} \rightarrow F^{\prime \prime}$. The composition $\ell=\boldsymbol{\sigma} \circ f: \mathcal{X}(\Omega, F) \rightarrow \mathcal{X}\left(\Omega, F^{\prime \prime}\right)$, where $\boldsymbol{\sigma}: \mathcal{X}\left(\Omega, F^{\prime}\right) \rightarrow \mathcal{X}\left(\Omega, F^{\prime \prime}\right)$ indicates $\sigma$ applied element-wise (i.e. $(\boldsymbol{\sigma}(f))(\omega)=\sigma(f(\omega))$ ), is $\mathfrak{G}$-equivariant as well.

We can use this property to construct $\mathfrak{G}$-invariant functions that take the general form $M_{\mathfrak{G}} \circ g: \mathcal{X}(\Omega, F) \rightarrow F^{\prime \prime}$, where $M_{\mathfrak{G}}$ indicates taking an average over $\mathfrak{G}$. Adapting universal approximation theorem like arguments shows that we can approximate any $\mathfrak{G}$-invariant function via this construction. We are motivated to consider localised equivariant maps based on our comparison of Fourier and wavelet representations (which showed a tradeoff between global invariance and deformation stability). Given a distance on $\Omega$ we say that $f$ is localised if $(f(x))(\omega)$ is a function only of $x(\nu)$ for $\nu$ contained in the receptive field $\mathcal{N}_{\omega}=\{\nu: d(\omega, \nu) \leq r\}$ with $r$ a small radius. Note that we cannot approximate functions with long-range interactions using a single equivariant map $g$, however we can compose several of them to do so: $g_{J} \circ g_{J-1} \circ \cdots \circ g_{2} \circ g_{1}$. We additionally coarsen the domain between each equivariant map. This construction allows us to increase the receptive field.

The geometric deep learning blueprint, which we will now present, consists of three components discussed and developed in this chapter: local equivariant maps, a global invariant map, and coarsening operators.

Definition 15 (The Geometric Deep Learning Blueprint). Take two domains $\Omega$ and $\Omega^{\prime}$ and $\mathfrak{G}$ a symmetry group over $\Omega$. Consider the following components:

1. Linear $\mathfrak{G}$-equivariant layers: $f: \mathcal{X}(\Omega, F) \rightarrow \mathcal{X}\left(\Omega^{\prime}, F^{\prime}\right)$ with $f(\mathfrak{g} x)=\mathfrak{g} f(x)$ for all $\mathfrak{g} \in \mathfrak{G}$ and $x \in \mathcal{X}(\Omega, F)$
2. Non-linear activation functions: $\sigma: F \rightarrow F^{\prime}$ applied element-wise
3. Coarsening (local pooling) operators: $P: \mathcal{X}(\Omega, F) \rightarrow \mathcal{X}\left(\Omega^{\prime}, F\right)$ where $\Omega^{\prime}$ is a compact version of $\Omega$ : $\Omega^{\prime} \subseteq \Omega$
4. $\mathfrak{G}$-invariant layers (global pooling): $M_{\mathfrak{G}}: \mathcal{X}(\Omega, F) \rightarrow \mathcal{Y}$ with $M_{\mathfrak{G}}(\mathfrak{g} x)=M_{\mathfrak{G}}(x)$ for all $\mathfrak{g} \in \mathfrak{G}$ and $x \in \mathcal{X}(\Omega, F)$

With these components we construct a $\mathfrak{G}$-invariant function $g: \mathcal{X}(\Omega, F) \rightarrow \mathcal{Y}$ :

$$
g=M_{\mathfrak{G}} \circ \sigma_{J} \circ f_{J} \circ P_{J-1} \circ \cdots \circ P_{1} \circ \sigma_{1} \circ f_{1}
$$

where each component has appropriate input and output spaces. Note that different components may exploit different symmetry groups $\mathfrak{G}$.

| Architecture | Domain $\Omega$ | Symmetry group $\mathfrak{G}$ |
| :--- | :--- | :--- |
| CNN | Grid | Translation |
| Spherical CNN | Sphere / SO $(3)$ | Rotation $\mathrm{SO}(3)$ |
| Intrinsic / Mesh CNN | Manifold | Isometry Iso $(\Omega) /$ |
|  |  | Gauge symmetry SO(2) |
| GNN | Graph | Permutation $\Sigma_{n}$ |
| Deep Sets | Set | Permutation $\Sigma_{n}$ |
| Transformer | Complete Graph | Permutation $\Sigma_{n}$ |
| LSTM | 1D Grid | Time warping |

Figure 2.3: Blueprint Overview for Popular Neural Network Architectures
The above blueprint enables significant generality. In Chapter 3, we will investigate the different geometric domains and in Chapter 4, we will apply the blueprint to different neural network architectures. For now, we provide a preview by highlighting several architectures, their domains, and their symmetry groups in Figure 2.3 (Page 30 of Bronstein et al. [1]).

## Chapter 3

## Geometric Domains: 5 Gs and an M

We now focus our discussion on the different geometric domains that we can apply geometric deep learning to. We focus on 5 Gs: graphs, grids, groups (thought of as symmetries in a homogeneous space), geodesics on manifolds, and gauges on tangent bundles. We also focus on an M: meshes. We will define these terms throughout the chapter, especially for the latter two Gs which are far more abstract than the others.

### 3.1 Graphs

Graphs are useful objects in many modeling contexts ranging from human behavior to molecules. Furthermore, they are permutation-invariant, which allows us to consider symmetries on sets which, in addition to grids, are a special case of graphs. For sake of completion we give a formal definition of graphs:

Definition 16 (Graph). A graph is a tuple $\mathcal{G}=(\mathcal{V}, \mathcal{E})$ with $\mathcal{V}$ a set of vertices (or nodes) and $\mathcal{E} \subset \mathcal{V} \times \mathcal{V}$ a set of edges between vertices. We additionally endow each vertex $v \in \mathcal{V}$ with vertex features $\boldsymbol{x}_{v} \in \mathbb{R}^{d}$.

We can think of a social network as a graph where the vertices are the users, the edges are friendships or followings, and the vertex features are user characteristics (name, age, location, interests, ...). We can also think of a molecule as a graph where the vertices are the atoms, the edges are bonds, and the vertex features are atomic properties.

Note that the vertices of a graph are unordered which implies that graphs are permutationinvariant at the vertex level (i.e. a graph $\mathcal{G}$ and a graph $\mathcal{G}^{\prime}$ derived by permuting the vertices of $\mathcal{G}$ are isomorphic) and so functions defined on a graph should also be permutationinvariant. Considering the context of the blueprint(Definition 15) we have domain $\Omega=\mathcal{G}$, function space $\mathcal{X}\left(\mathcal{G}, \mathbb{R}^{d}\right)$, and symmetry group $\mathfrak{G}=\Sigma_{n}$ where $\Sigma_{n}$ is the permutation group on $n$ elements which consists of all orderings of the set $\{1,2, \ldots, n\}$ (we have assumed $|\mathcal{V}|=n$ and that $i$ indexes $v_{i} \in \mathcal{V}$ ).

To demonstrate permutation invariance we consider sets. We can think of the set $\mathcal{V}$ as the graph $\mathcal{G}=(\mathcal{V}, \mathcal{E})$ with $\mathcal{E}=\emptyset$. We can order the vertices of our graph by creating a matrix using their features:

$$
\boldsymbol{X}=\left(\begin{array}{ccc}
- & \boldsymbol{x}_{1} & - \\
- & \boldsymbol{x}_{2} & - \\
& \vdots & \\
- & \boldsymbol{x}_{n} & -
\end{array}\right) \in \mathbb{R}^{n \times d}
$$

The action of a permutation $\mathfrak{g} \in \Sigma_{n}$ acting on $\boldsymbol{X}$ permutes the rows of the matrix which can be represented using a permutation matrix $\boldsymbol{P}=\rho(\mathfrak{g})$, which is a matrix of all zeroes except for a single 1 in each row and each column. A function $f$ with domain $\mathbb{R}^{n \times d}$ is permutation-invariant if $f(\boldsymbol{P} \boldsymbol{X})=f(\boldsymbol{X})$. A general example of such an $f$ is:

$$
f(\boldsymbol{X})=\phi\left(\sum_{v \in \mathcal{V}} \psi\left(\boldsymbol{x}_{v}\right)\right) .
$$

We note that $\psi$ is applied to each vertex's features independently and $\phi$ is applied to a sum over all vertices. The sum is permutation-invariant and so $f$ is permutation-invariant.

This invariance again has the limitation of only providing global graph information, whereas we may be interested in local information. If a (vertex-level) function $\boldsymbol{F}(\boldsymbol{X})$ were to transform the vertex features in the matrix $\boldsymbol{X}$ then we will want to connect the rows of $\boldsymbol{X}$ to the rows of $\boldsymbol{F}(\boldsymbol{X})$ to understand how the vertex-level features are being modified. This leads us to a definition of permutation equivariance where $\boldsymbol{F}(\boldsymbol{P} \boldsymbol{X})=\boldsymbol{P} \boldsymbol{F}(\boldsymbol{X})$. The linear transformation $\boldsymbol{F}_{\boldsymbol{\Theta}}(\boldsymbol{X})=\boldsymbol{X} \boldsymbol{\Theta}$ where $\boldsymbol{\Theta} \in \mathbb{R}^{d \times \ell}$ is an example of a permutation-equivariant function which transforms the features $\boldsymbol{x}_{v}$ into $\boldsymbol{\Theta}^{\top} \boldsymbol{x}_{v}$.

We now extend our definitions of permutation invariance and equivariance to graphs in general. Let $\boldsymbol{A} \in\{0,1\}^{n \times n}$ be the adjacency matrix of $\mathcal{G}$ defined such that

$$
\boldsymbol{A}_{u v}= \begin{cases}1 & (u, v) \in \mathcal{E} \\ 0 & \text { otherwise }\end{cases}
$$

The matrix $\boldsymbol{X}$ encodes the vertex level information of $\mathcal{G}$ while the adjacency matrix $\boldsymbol{A}$ encodes the edge level information. A function on our graph then becomes a function of $\boldsymbol{X}$ and $\boldsymbol{A}$. Note that applying a permutation to $\mathcal{G}$ results in a corresponding permutation matrix $\boldsymbol{P}$ being applied to both the rows and columns of $\boldsymbol{A}$ producing $\boldsymbol{P} \boldsymbol{A} \boldsymbol{P}^{\top}$. We then say that a (graph-level) function $f$ is permutation-invariant if for any permutation matrix $\boldsymbol{P}$

$$
f\left(\boldsymbol{P} \boldsymbol{X}, \boldsymbol{P} \boldsymbol{A} \boldsymbol{P}^{\top}\right)=f(\boldsymbol{X}, \boldsymbol{A})
$$

and a (vertex-level) function $\boldsymbol{F}$ is permutation-equivariant if for any permutation matrix $\boldsymbol{P}$

$$
\boldsymbol{F}\left(\boldsymbol{P} \boldsymbol{X}, \boldsymbol{P} \boldsymbol{A} \boldsymbol{P}^{\top}\right)=\boldsymbol{P F}(\boldsymbol{X}, \boldsymbol{A}) .
$$

We now attempt to generate permutation-equivariant functions using the blueprint and vertex neighborhoods which express locality. We define a neighborhood on $v \in \mathcal{V}$ as:

$$
\mathcal{N}_{v}=\{u \in \mathcal{V}:(u, v) \in \mathcal{E} \text { or }(v, u) \in \mathcal{E}\}
$$

Note that our neighborhood is undirected. Let the neighborhood features of $v$ be the multiset (a set that can have duplicate elements)

$$
\boldsymbol{X}_{\mathcal{N}_{v}}=\left\{\left\{\boldsymbol{x}_{u}: u \in \mathcal{N}_{v}\right\}\right\} .
$$

Take $\phi$ a function of a vertex's features and its neighborhood features $\phi\left(\boldsymbol{x}_{v}, \boldsymbol{X}_{\mathcal{N}_{v}}\right)$. If we construct $\phi$ so that it is permutation-invariant then we can use it to create a permutationequivariant function:

$$
\boldsymbol{F}(\boldsymbol{X}, \boldsymbol{A})=\left(\begin{array}{ccc}
- & \phi\left(\boldsymbol{x}_{1}, \boldsymbol{X}_{\mathcal{N}_{1}}\right) & - \\
- & \phi\left(\boldsymbol{x}_{2}, \boldsymbol{X}_{\mathcal{N}_{2}}\right) & - \\
\vdots & \phi\left(\boldsymbol{x}_{n}, \boldsymbol{X}_{\mathcal{N}_{n}}\right) & -
\end{array}\right)
$$

To prove permutation equivariance, note that we assumed $\phi$ to be permutation-invariant. Therefore, applying a permutation $\boldsymbol{P}$ does not alter the values of $\phi$. However, the permutation does reorder the vertices thus outputting $\boldsymbol{P F}(\boldsymbol{X}, \boldsymbol{A})$, as desired.

It is important to note that unlike sets and grids (special cases of graphs) which only rely on vertex features, graphs in general take into consideration a variable structure on the domain and do not assume fixed relationships. Furthermore, the structure of graphs and grids, unlike sets, allow for non-trivial coarsenings.

### 3.2 Grids

Now we investigate grids, which have been incredibly valuable to machine learning given the successes in computer vision and natural language processing. Grids are indeed a special case of graphs but their fixed adjacency permits the stronger geometric prior of translation invariance.

We had earlier mentioned that convolution can be represented as matrix multiplication using circulant matrices. We can think of a 1-dimensional grid as a group with cyclic structure that has vertices indexed by $\mathbb{Z}_{n}$ (integers under addition modulo $n$ ). Each node $v \in \mathbb{Z}_{n}$ has a left and right neighbor, namely $v-1$ and $v+1$, respectively. We then have $\phi\left(\boldsymbol{x}_{v}, \boldsymbol{X}_{\mathcal{N}_{v}}\right)=\phi\left(\boldsymbol{x}_{v-1}, \boldsymbol{x}_{v}, \boldsymbol{x}_{v+1}\right)$. If $\phi$ is linear then $\phi\left(\boldsymbol{x}_{v-1}, \boldsymbol{x}_{v}, \boldsymbol{x}_{v+1}\right)=\theta_{-1} \boldsymbol{x}_{v-1}+\theta_{0} \boldsymbol{x}_{v} \theta_{1} \boldsymbol{x}_{v+1}$ and we have a translation-equivariant function:

$$
\boldsymbol{F}(\boldsymbol{X})=\left(\begin{array}{ccccc}
\theta_{0} & \theta_{1} & & & \theta_{-1} \\
\theta_{-1} & \theta_{0} & \theta_{1} & & \\
& \ddots & \ddots & \ddots & \\
& & \theta_{-1} & \theta_{0} & \theta_{1} \\
\theta_{1} & & & \theta_{-1} & \theta_{0}
\end{array}\right)\left(\begin{array}{ccc}
- & \boldsymbol{x}_{0} & - \\
- & \boldsymbol{x}_{1} & - \\
& \vdots & \\
- & \boldsymbol{x}_{n-1} & -
\end{array}\right) .
$$

The matrix on the left in the above expression is a circulant matrix $\boldsymbol{C}(\boldsymbol{\theta})=\left[\theta_{i-j \bmod n}\right]_{0 \leq i, j \leq n-1}$ where $\boldsymbol{\theta}=\left(\theta_{0}, \theta_{1}, \ldots, \theta_{n-1}\right)$. Circulant matrices have a single value across each "diagonal" of the matrix, which offers weight sharing (also known as parameter sharing). The connection with discrete convolutions follows from the fact that:

$$
(\boldsymbol{x} * \boldsymbol{\theta})_{v}=\sum_{u=0}^{n-1} x_{u \bmod n} \cdot \theta_{v-u \bmod n}=(\boldsymbol{C}(\boldsymbol{\theta}) \boldsymbol{x})_{v} \Longrightarrow \boldsymbol{x} * \boldsymbol{\theta}=\boldsymbol{C}(\boldsymbol{\theta}) \boldsymbol{x}
$$

Note that for $\boldsymbol{\theta}=(0,1,0,0, \ldots)^{\top}$ the circulant matrix $\boldsymbol{S}=\boldsymbol{C}(\boldsymbol{\theta})$ shifts vectors to the right by one position. We call $\boldsymbol{S}$ a shift operator (or translation operator). Note that circulant matrices are commutative: $\boldsymbol{C}(\boldsymbol{\theta}) \boldsymbol{C}(\boldsymbol{\omega})=\boldsymbol{C}(\boldsymbol{\omega}) \boldsymbol{C}(\boldsymbol{\theta})$. From this we derive the shift equivariance (or translation equivariance) of convolution:

$$
S C(\theta) x=C(\theta) S x
$$

We now use these results to show that the Fourier transform diagonalizes the convolution operator. We will rely on the well-known fact from linear algebra that two matrices $A, B$ are simultaneously diagonalizable (i.e. there exists an invertible matrix $S$ such that $S^{-1} A S$ and $S^{-1} B S$ are both diagonal) if and only if they commute. In particular, this result implies the existence of a common eigenbasis for the circulant matrices. We then compute this eigenbasis using a single circulant matrix. The shift operator $S$ has an eigenbasis that coincides with the discrete Fourier basis:

$$
\boldsymbol{\varphi}_{k}=\frac{1}{\sqrt{n}}\left(\begin{array}{llll}
1 & e^{\frac{2 \pi i k}{n}} & e^{\frac{4 \pi i k}{n}} & \ldots
\end{array} e^{\frac{2 \pi i(n-1)}{n}}\right)^{\top}, k \in\{0,1, \ldots, n-1\} .
$$

Define the Fourier matrix $\boldsymbol{\Phi}=\left(\begin{array}{llll}\boldsymbol{\varphi}_{0} & \boldsymbol{\varphi}_{1} & \ldots & \boldsymbol{\varphi}_{n-1}\end{array}\right)$ and note that the discrete Fourier transform (DFT) can be written using this matrix:

$$
\left(\boldsymbol{\Phi}^{*} \boldsymbol{x}\right)_{k}=\hat{x}_{k}=\frac{1}{\sqrt{n}} \sum_{v=0}^{n-1} x_{v} e^{-\frac{2 \pi i k v}{n}}(\mathrm{DFT}) \text { and }(\boldsymbol{\Phi} \hat{x})_{v}=x_{v}=\frac{1}{\sqrt{n}} \sum_{k=0}^{n-1} \hat{x}_{k} e^{\frac{2 \pi i k v}{n}} \text { (Inverse DFT). }
$$

Now using the fact that the eigenvalues of $\boldsymbol{C}(\boldsymbol{\theta})$ are equal to $\hat{\boldsymbol{\theta}}=\boldsymbol{\Phi}^{*} \boldsymbol{\theta}$ [29] we derive the convolution theorem:

$$
\boldsymbol{C}(\boldsymbol{\theta}) \boldsymbol{x}=\boldsymbol{\Phi} \cdot \operatorname{diag}\left(\hat{\theta}_{0}, \hat{\theta}_{1}, \ldots, \hat{\theta}_{n-1}\right) \cdot \boldsymbol{\Phi}^{*} \boldsymbol{x}=\boldsymbol{\Phi}(\hat{\boldsymbol{\theta}} \odot \hat{\boldsymbol{x}})
$$

where $\odot$ indicates element-wise multiplication.

We end our discussion of grids with a derivation of the continuous Fourier transform, which will be useful to us in other contexts. Take $f$ defined on $\mathbb{R}$ and consider the shift operator $S_{v}$ defined such that $\left(S_{v} f\right)(u)=f(u-v)$. Consider also the Fourier basis functions $\varphi_{\xi}(u)=e^{i \xi u}$. Then we have $S_{v} \varphi_{\xi}(u)=S_{v} e^{i \xi u}=e^{i \xi(u-v)}=e^{-i \xi v} e^{i \xi u}=e^{-i \xi v} \varphi_{\xi}(u)$ implying that the basis functions are complex eigenvectors of $S_{v}$ with eigenvalues $e^{-i \xi v}$. Note that
$\left\|S_{v} f\right\|=\|f\|$ implying that the eigenvalues of $S_{v}$ have magnitude 1 . Note also that any two functions with the same eigenvalue must be collinear. To see this note that if $S_{v} f=e^{-i \xi_{0} v} f$ then taking the Fourier transform we have

$$
e^{-i \xi v} \hat{f}(\xi)=e^{-i \xi_{0} v} \hat{f}(\xi), \quad \forall \xi \in \mathbb{R}
$$

This implies that $f(\xi)=0$ for $\xi \neq \xi_{0}$ which implies that $f=c e^{-i \xi_{0} v}=c \varphi_{\xi_{0}}$.
Now take $C$ a linear translation-equivariant operator: $S_{v} C=C S_{v}$. Then we have

$$
\left(S_{v} C\right) e^{i \xi u}=\left(C S_{v}\right) e^{i \xi u}=e^{-i \xi v} C e^{i \xi u}
$$

which suggests that $C e^{i \xi u}$ is an eigenfunction of $S_{v}$ with eigenvalue $e^{-i \xi v}$, implying that the Fourier basis is the eigenbasis of all translation-equivariant operators. $C$ is then diagonal in the Fourier domain (the system of coordinates rotated by the Fourier transform) and can be expressed as $C e^{i \xi u}=\hat{p}_{C}(\xi) e^{i \xi u}$ with $\hat{p}_{C}$ a transfer function on different frequencies. Now for a function $x$ we have

$$
\begin{aligned}
(C x)(u) & =C\left(\int_{\mathbb{R}} \hat{x}(\xi) e^{i \xi u} d \xi\right)=\int_{\mathbb{R}} \hat{x}(\xi) \hat{p}_{C}(\xi) e^{i \xi u} d \xi \\
& =\int_{\mathbb{R}} p_{C}(v) x(u-v) d v=\left(x * p_{C}\right)(u)
\end{aligned}
$$

This result implies that every linear translation equivariant operator is a convolution.
Two final notes: The Fourier transform can be computed in $O(n \log n)$ time using a fast Fourier transform (FFT) algorithm (which exploits the structure of $\Phi$ ). The graph Fourier transform and an analogy to convolution for graphs can be defined using the eigenvectors of said graph's adjacency matrix [30]. Graph neural networks (GNNs) designed using these convolutions can be referred to as "spectral GNNs."

### 3.3 Groups

In our previous section on grids we proved an important result, namely an equivalence between convolutions and shift-equivariant linear operators. Additionally, we showed that shift operators are simultaneously diagonalizable via the Fourier transform. In this section, we will generalize these results to arbitrary symmetry groups that we can integrate (or sum) over. If our domain is the real line $\mathbb{R}$ then we can think of the convolution of a function $x$ and a filter $\theta$ as matching the input signal with shifted copies of the filter:

$$
(x * \theta)(u)=\left\langle x, S_{u} \theta\right\rangle=\int_{\mathbb{R}} x(v) \theta(u+v) d v .
$$

Here the symmetry group is $\mathfrak{G}=\mathbb{R}$. We can generalize these ideas by looking at different groups $\mathfrak{G}$. We briefly note that the above expression is really the cross-correlation, which in
the field of deep learning goes by convolution.
Now we define group convolution. Recall that the action of $\mathfrak{g} \in \mathfrak{G}$ on $x \in \mathcal{X}(\Omega)$ is given by $\rho(\mathfrak{g}) x(\omega)=x\left(\mathfrak{g}^{-1} \omega\right)$ where $\rho$ is a representation of $\mathfrak{G}$. Previously, we dealt with the translation group $\mathfrak{G}=\mathbb{R}$ where $v \in \mathbb{R}$ had action of shifting the coordinates by $+v$. Correspondingly, the representation is the shift operator $\rho(v)=S_{v}$ with $\left(S_{v} f\right)(u)=f(u-v)$. We now assume that $\mathcal{X}(\Omega)$ is a Hilbert space and consider the inner product:

$$
\langle x, \theta\rangle=\int_{\Omega} x(\omega) \theta(\omega) d \omega, x \in \mathcal{X}(\Omega, \mathbb{R})
$$

Note that our definition holds only for scalar functions on $\Omega$. In general, for higherdimensional $x$ we replace the product in the integral above with an inner product $\langle x(\omega), \theta(\omega)\rangle$ in the appropriate space. We now define for $x \in \mathcal{X}(\Omega, \mathbb{R})$ the group convolution (which takes elements of $\mathfrak{G}$ as inputs):

$$
(x * \theta)(\mathfrak{g})=\langle x, \rho(\mathfrak{g}) \theta)=\int_{\Omega} x(\omega) \theta\left(\mathfrak{g}^{-1} \omega\right) d \omega
$$

The group convolution is $\mathfrak{G}$-equivariant since for any $\mathfrak{h} \in \mathfrak{G}$ and $x \in \mathcal{X}(\Omega)$ we have

$$
(\rho(\mathfrak{h}) x * \theta)(\mathfrak{g})=\langle\rho(\mathfrak{h}) x, \rho(\mathfrak{g}) \theta\rangle=\left\langle x, \rho\left(\mathfrak{h}^{-1} \mathfrak{g}\right) \theta\right\rangle=\rho(\mathfrak{h})(x * \theta)(\mathfrak{g}),
$$

where the first equality follows by definition, the second follows from the fact that $\langle x, \rho(\mathfrak{g}) \theta\rangle=$ $\left\langle\rho\left(\mathfrak{g}^{-1}\right) x, \theta\right\rangle$ (since matching $x$ with the $\mathfrak{g}$-transformed filter $\theta$ is equivalent to matching the inverse $\mathfrak{g}$-transformed $x$ with $\theta$ ) and because $\rho\left(\mathfrak{h}^{-1} \mathfrak{g}\right)=\rho\left(\mathfrak{h}^{-1}\right) \rho(\mathfrak{g})$, and the third equality follows from the definition of the group action on $\theta$.

For an example we have already worked with, consider the 1-dimensional grid: $\Omega=\mathbb{Z}_{n}$ and $\mathfrak{G}=\mathbb{Z}_{n}$. We note that the group action is a shift modulo $n$. If we identify $\mathfrak{g} \in \mathfrak{G}$ with $u \in\{0,1, \ldots, n-1\}$ then $\mathfrak{g} v=v-u \bmod n$ and $\mathfrak{g}^{-1} v=v+u \bmod n$. Our group convolution is then

$$
(x * \theta)(\mathfrak{g})=\int_{\mathbb{Z}_{n}} x(\omega) \theta\left(\mathfrak{g}^{-1} \omega\right) d \omega=\sum_{v=0}^{n-1} x_{v} \theta_{\mathfrak{g}^{-1} v}=\sum_{v=0}^{n-1} x_{v} \theta_{v+u \bmod n} .
$$

Note that the sum arises from the fact that the integral over the discrete group $\mathbb{Z}_{n}$ is with respect to the counting measure. The above expression coincides with our definition of convolution.

For a more interesting example we consider spherical convolution, which is relevant in fields such as chemistry and molecular biology. Our domain is the sphere in 3-dimensions:

$$
\Omega=S^{2}=\left\{x \in \mathbb{R}^{3}:\|x\|=1\right\}
$$

and our symmetry group is the special orthogonal group on 3 dimensions which consists of rotations represented by orthogonal matrices with determinant 1

$$
\mathfrak{G}=\mathrm{SO}(3)=\left\{\boldsymbol{R} \in \mathbb{R}^{3 \times 3}: \boldsymbol{R}^{\top} \boldsymbol{R}=\boldsymbol{R} \boldsymbol{R}^{\top}=\mathbb{1}, \operatorname{det} \boldsymbol{R}=1\right\} .
$$

Note that the $\operatorname{det} \boldsymbol{R}=1$ condition implies that the transformations are orientation-preserving (the orthogonal group $\mathrm{O}(3)$ does not require this).

We see that the action of the group $\mathrm{SO}(3)$ is given by an orthogonal matrix $\boldsymbol{R}$ with determinant 1. For $x \in \mathcal{X}\left(S^{2}\right)$ we can define the spherical convolution as

$$
(x * \theta)(\boldsymbol{R})=\int_{S^{2}} x(\boldsymbol{\omega}) \theta\left(\boldsymbol{R}^{-1} \boldsymbol{\omega}\right) d \boldsymbol{\omega} .
$$

The spherical convolution is a function of the group $\mathrm{SO}(3)$, which is a 3 -manifold and in fact a Lie group (Definitions 31 and 36) and not a function of the domain $S^{2}$, which is a 2-manifold. This has important implications in the context of the blueprint since we now must deal with $\mathcal{X}(\mathfrak{G})$, which in our case is $\mathcal{X}(\mathrm{SO}(3))$. We can do this by considering group convolution on the domain $\Omega=\mathfrak{G}$ with symmetry group $\mathfrak{G}$ where the group action is given by the group operation. We then have $(\rho(\mathfrak{g}) x)(\mathfrak{h})=x\left(\mathfrak{g}^{-1} \mathfrak{h}\right)$ for $x \in \mathcal{X}(\mathfrak{G})$. For spherical convolution we convolve with another filter $\phi$ to find

$$
((x * \theta) * \phi)(\boldsymbol{R})=\int_{\mathrm{SO}(3)}(x * \theta)(\boldsymbol{Q}) \cdot \phi\left(\boldsymbol{R}^{-1} \boldsymbol{Q}\right) d \boldsymbol{Q}
$$

We note that group convolution involves integration over the domain $\Omega$, which for the sake of tractability requires $\Omega$ to have small cardinality if discrete or low-dimension in the continuous case. We can thus do convolution over domains such as $\mathrm{SO}(3)$ or $\mathbb{R}^{2}$, whereas convolution over the permutation group $\Sigma_{n}$ (which has $n$ ! elements) or the affine group is not feasible. However, we may still build convolutions for large groups by considering their actions on low-dimensional domains.

We have made an implicit assumption when dealing with domains such as the Euclidean space, grids, and spheres. For any of these domains, we can transform a point in said domain to any other point in the domain. We call such a domain $\Omega$ a homogeneous space if for any $\omega, \omega^{\prime} \in \Omega$ there exists $\mathfrak{g} \in \mathfrak{G}$ such that $\mathfrak{g} \omega=\omega^{\prime}$. We seek to move away from this assumption in our next discussion.

### 3.4 Geodesics

In our discussion of the spherical convolution we mentioned the manifolds $S^{2}$ and $\mathrm{SO}(3)$. These manifolds have global symmetries but that is not the case for most manifolds. Manifolds have two kinds of invariances that we can exploit: metric structure preserving transformations and local reference frame changes.

The term "manifold" is thrown around in many contexts and thus may seem like a particularly complicated object. In fact, they model a number of objects in fields ranging from structural biology to 3 -dimensional objects in computer vision and augmented/virtual reality. Manifolds offer compact representations that ignore internal structures and allow for
domain deformations (such as the dynamics of a protein's structure).
We will seek to apply the blueprint to manifolds, but to do this we must first cover the basic mathematical theory underlying manifolds. We present this here somewhat informally and include formal definitions in the Appendix. The familiar reader is of course welcome and encouraged to skim or skip ahead to the sections on Fourier analysis and convolution on manifolds.

### 3.4.1 Manifold Basics

An $n$-manifold (Definition 31) is a space $\Omega$ for which there exists a neighborhood (Definition 26) around each point that is homeomorphic (Definition 30) to $\mathbb{R}^{n}$ (i.e. the space can be mapped to $\mathbb{R}^{n}$ while preserving structure). We may also call such a space an $n$-dimensional manifold. A differential manifold (Definition 35) also known as a smooth manifold is a manifold with additional differential structure allowing for differential calculus. Manifolds can be locally approximated around any point by $T_{\omega} \Omega$ the tangent space (Definition 39), which can be thought of as an $n$-dimensional plane attached to the point $\omega$. The collection of tangent spaces forms $T \Omega$ the tangent bundle (Definition 41). An element of the tangent space $X \subset T_{\omega} \Omega$ is called a tangent vector and can be thought of as a displacement from the point $\omega$. See Appendix Figure 5.4 ("Tangent Space" - Wikipedia) for visuals of the tangent space and its tangent vectors and see Appendix Figure 5.5 ("Tangent Bundle" - Wikipedia) for visuals of the tangent bundle of the circle $S_{1}$.

In order to measure angles between tangent vectors and their lengths we require a Riemannian metric $g$, which at each point $\omega \in \Omega$ admits a smooth positive definite bilinear function:

$$
g_{\omega}: T_{\omega} \Omega \times T_{\omega} \Omega \rightarrow \mathbb{R}, \quad g_{\omega}(X, X)>0 \text { for all } X \in T_{\omega} \Omega \text { such that } X \neq 0
$$

We can use the Riemannian metric to measure angles and lengths via the following inner product and norm, respectively:

$$
\langle X, Y\rangle_{\omega}=g_{\omega}(X, Y), \quad\|X\|_{\omega}=\sqrt{g_{\omega}(X, X)}, \quad X, Y \in T_{\omega} \Omega .
$$

Note that tangent vectors do not have coordinates and are instead abstract entities. A tangent vector $X$ can only be expressed as a list of coordinates $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ relative to a local basis $\left\{X_{1}, X_{2}, \ldots, X_{n}\right\} \subset T_{\omega} \Omega$. The metric $g_{\omega}$ can only be expressed in this way as well with an $n \times n$ matrix $\boldsymbol{G}$ such that $g_{i j}=g_{\omega}\left(X_{i}, X_{j}\right)$.

A Riemannian manifold (Definition 42) is a smooth manifold with a Riemannian metric. Properties of the manifold that depend only on the metric are called intrinsic properties. These properties are of interest since they are isometry-invariant meaning that isometric deformations will not alter them. We also note, as an aside, the result of the Nash embedding theorem [31] which states that any smooth Riemannian manifold can be embedded into $\mathbb{R}^{d}$
for sufficiently large $d$.
We call a function $x: \Omega \rightarrow \mathbb{R}$ a scalar field and note that scalar fields form a vector space $\mathcal{X}(\Omega, \mathbb{R})$ with an inner product:

$$
\langle x, y\rangle=\int_{\Omega} x(\omega) y(\omega) d \omega
$$

with $d \omega$ the volume measure induced by the Riemannian metric. A function $X: \Omega \rightarrow T \Omega$ that maps each $\omega \in \Omega$ to $F(\omega) \in T_{\omega} \Omega$ is called a tangent vector field. These functions form a vector space $\mathcal{X}(\Omega, T \Omega)$ with inner product defined using the Riemannian metric:

$$
\langle X, Y\rangle=\int_{\Omega} g_{\omega}(X(\omega), Y(\omega)) d \omega
$$

We want to define vector fields by generalizing derivatives. Consider the classic differential $d x(\omega)=x(\omega+d \omega)-x(\omega)$. We unfortunately cannot apply this definition to manifolds since they do not, in general, have a vector space structure. We can think of a vector field as a map $F: \mathcal{X}(\Omega, \mathbb{R}) \rightarrow \mathcal{X}(\Omega, \mathbb{R})$ with the following properties for any $x, y \in \mathcal{X}(\Omega, \mathbb{R})$ :

1. $F(c)=0$ for constants $c$
2. $F(x+y)=F(x)+F(y)$ (linearity)
3. $F(x y)=F(x) y+x F(y)($ product rule $)$

Given $x \in \mathcal{X}(\Omega, \mathbb{R})$ we can consider the differential $d x(F)=F(x)$ as an extension of the directional derivative. To see this note that we have a map $(x, F) \rightarrow F(x)$, which can be interpreted as the displacement $F \in T_{\omega} \Omega$ displacing $x$ by $d x_{\omega}(F)$.

We can also think of the differential as a linear function on tangent vectors $d x_{\omega}: T_{\omega} \Omega \rightarrow \mathbb{R}$ which, assuming we have a Riemannian metric, we can express as

$$
d x_{\omega}(X)=g_{\omega}(\nabla x(\omega), X)
$$

We note that the gradient of $x$ is a tangent vector $\nabla x(\omega) \in T_{\omega} \Omega$. Since the expression relies only on $g_{\omega}$ the gradient is intrinsic (assuming the existence of a Riemannian metric). We see that the gradient of a scalar field $x$ is a vector field $\nabla x$ by considering the gradient as an operator $\nabla: \mathcal{X}(\Omega, \mathbb{R}) \rightarrow \mathcal{X}(\Omega, T \Omega)$ which takes $x(\omega) \mapsto \nabla x(\omega) \in T_{\omega} \Omega$.

### 3.4.2 Geodesics on Manifolds

Let $\gamma:[0, T] \rightarrow \Omega$ be a smooth curve on the manifold $\Omega$ with endpoints $\omega=\gamma(0)$ and $\omega^{\prime}=\gamma(T)$. The derivative of the curve, known as the velocity vector, is a tangent vector


Figure 3.1: Example of Riemannian Geometry: $\Omega=S^{2}=\left\{\boldsymbol{\omega} \in \mathbb{R}^{3}:\|\boldsymbol{\omega}\|=1\right\}$ is a 2-dimensional Riemannian manifold. The tangent space is a 2-dimensional plane $T_{\boldsymbol{\omega}} S^{2}=$ $\left\{\boldsymbol{x} \in \mathbb{R}^{3}: \boldsymbol{x}^{\boldsymbol{\top}} \boldsymbol{\omega}=0\right\}$. The Riemannian metric is given by the Euclidean inner product: $g_{\boldsymbol{\omega}}(\boldsymbol{x}, \boldsymbol{y})=\langle\boldsymbol{x}, \boldsymbol{y}\rangle_{\omega}=\boldsymbol{x}^{\top} \boldsymbol{y}$ for all $\boldsymbol{x}, \boldsymbol{y} \in T_{\boldsymbol{\omega}} S^{2}$. The geodesics are great arcs of length $d_{g}\left(\boldsymbol{\omega}, \boldsymbol{\omega}^{\prime}\right)=\cos ^{-1}\left(\boldsymbol{\omega}^{\top} \boldsymbol{\omega}^{\prime}\right)$. The exponential map is $\exp _{\boldsymbol{\omega}}(\boldsymbol{x})=\cos \left(\|\boldsymbol{x}\|_{2}\right) \boldsymbol{\omega}+\left(\frac{\sin (\|\boldsymbol{x}\|)}{\|\boldsymbol{x}\|}\right) \boldsymbol{x}$ for $\boldsymbol{x} \in T_{\boldsymbol{\omega}} S^{2}$.
$\gamma^{\prime}(t) \in T_{\gamma(t)} \Omega$. The curves connecting $\omega$ and $\omega^{\prime}$ with minimal length, where the length of a curve is defined as

$$
\ell(\gamma)=\int_{0}^{T}\left\|\gamma^{\prime}(t)\right\|_{\gamma(t)} d t=\int_{0}^{T} \sqrt{g_{\gamma(t)}\left(\gamma^{\prime}(t), \gamma^{\prime}(t)\right)} d t
$$

are called geodesics (Definition 43). Note that geodesics are intrinsic since they depend on $\ell$ which is a function of the Riemannian metric.

We aim to perform convolution on geodesics, which we will do via local filters in the tangent space. To do so we must first use geodesics to define parallel transport (a means of transporting vectors on $\Omega$ ), the exponential map (a local intrinsic map from $\Omega$ to the tangent space), and distances via the geodesic metric (Definition 43). Before defining these objects we note Figure 3.1 (Page 46, Figure 11 of Bronstein et al. [1]), which showcases the basics of Riemannian geometry.

For $\Omega$ a manifold we are unable to directly add or subtract two points $\omega, \omega^{\prime} \in \Omega$. We face a similar issue for tangent vectors at these two points $X \in T_{\omega} \Omega$ and $Y \in T_{\omega^{\prime}} \Omega$ since they belong to different spaces. We can use geodesics to move these vectors between points. Let $\gamma$ be a geodesic with endpoints $\omega=\gamma(0)$ and $\omega^{\prime}=\gamma(T)$. Let $X \in T_{\omega} \Omega$ and define the tangent vectors $X(t) \in T_{\gamma(t)} \Omega$ such that the length $\ell(X(t))$ is constant and the angle between $X(t)$ and the velocity vector $\gamma^{\prime}(t)$ is constant:

$$
\|X(t)\|_{\gamma(t)}=\|X\|_{\omega}=C, \quad\left\langle X(t), \gamma^{\prime}(t)\right\rangle_{\gamma(t)}=\left\langle X, \gamma^{\prime}(0)\right\rangle_{\omega}=C^{\prime}
$$

This process produces a unique vector at $\omega^{\prime}: X(T) \in T_{\omega^{\prime}} \Omega$. We describe this with the parallel transport map $\Gamma_{\omega \rightarrow \omega^{\prime}}: T_{\omega} \Omega \rightarrow T_{\omega^{\prime}} \Omega$ that takes $X \mapsto X(T)$. This map preserves both
length and angle and so it can be thought of as a rotation of the tangent vector. We can thus associate these maps with the special orthogonal group $\mathrm{SO}(n)$ on the tangent bundle (or the orthogonal group $\mathrm{O}(n)$ for non-orientable manifolds). The map $\Gamma_{\omega \rightarrow \omega^{\prime}}$ will often be represented by a group element $\mathfrak{g}_{\omega \rightarrow \omega^{\prime}}$.

Given a point $\omega \in \Omega$ and a tangent vector $X \in T_{\omega} \Omega$ we can define a geodesic $\gamma_{X}$ with starting point $\omega=\gamma_{X}(0)$ and with direction $X=\gamma_{X}^{\prime}(0)$. If we can define $\gamma_{X}(t)$ for all $t \geq 0$ then we call $\Omega$ geodesically complete (this is always the case for compact manifolds). For such a manifold the exponential map, defined in the remainder of this paragraph, can be defined on the entire tangent space. The exponential map $\exp _{\omega}: T_{\omega} \Omega \rightarrow \Omega$ is defined such that $\exp _{\omega}(X)=\gamma_{X}(1)$. Let $B_{r}(0) \subset T_{\omega} \Omega$ be a ball of radius $r$ about the origin in $T_{\omega} \Omega$. Note that the exponential map deforms $B_{r}(0)$ into a neighborhood of $\omega$, implying that it is a local diffeomorphism. The largest $r$ for which $\exp _{\omega}\left(B_{r}(0)\right) \subset T_{\omega} \Omega$ is mapped diffeomorphically is called the injectivity radius of $M$ at $\omega$. The injectivity radius of $M$ is the infimum of the injectivity radii over all points of the manifold.

The Hopf-Rinow theorem tells us that geodesically complete manifolds are complete metric spaces, that is for any $\omega, \omega^{\prime} \in \Omega$ we can define a distance known as the geodesic distance (Definition 43) between them using the length of a geodesic connecting them:

$$
d_{g}\left(\omega, \omega^{\prime}\right)=\min \left\{\ell(\gamma) \text { for } \gamma \text { such that } \gamma(0)=\omega, \gamma(T)=\omega^{\prime}\right\} .
$$

### 3.4.3 Isometries and Symmetries

Let $\eta:(\Omega, g) \rightarrow\left(\Omega^{\prime}, h\right)$ be a diffeomorphism (Definition 38) between the Riemannian manifolds $\Omega$ and $\Omega^{\prime}$ with Riemannian metrics $g$ and $h$, respectively. The differential $d \eta: T \Omega \rightarrow$ $T \Omega^{\prime}$ is a map between the corresponding tangent bundles called the pushforward. At a given point $\omega$ the map is between tangent spaces $d \eta_{\omega}: T_{\omega} \Omega \rightarrow T_{\eta(\omega)} \Omega^{\prime}$ (displacement from $\omega$ by $X \in T_{\omega} \Omega$ causes displacement in $\eta(\omega)$ by $\left.d_{\eta(\omega)}(X) \in T_{\eta(\omega)} \Omega^{\prime}\right)$.

The pushforward allows us to associate the tangent vectors of the two manifolds and we can similarly pullback $h$ from $\Omega^{\prime}$ to $\Omega$ :

$$
\left(\eta^{*} h\right)_{\omega}(X, Y)=h_{\eta(\omega)}\left(d \eta_{\omega}(X), d \eta_{\omega}(Y)\right)
$$

If $g=\eta^{*} h$ then $\eta$ is a (Riemannian) isometry. For 2-manifolds, isometries are deformations that do not "stretch" or "tear" the manifold.

Riemannian isometries preserve intrinsic properties such as geodesic distances implying that they are also metric isometries:

$$
d_{g}\left(\omega, \omega^{\prime}\right)=d_{h}\left(\eta(\omega), \eta\left(\omega^{\prime}\right)\right), \forall \omega, \omega^{\prime} \in \Omega .
$$

Equivalently, we can write $d_{g}=d_{h} \circ(\eta \times \eta)$. On connected manifolds (an assumption we hold) the Myers-Steenrod theorem provides the opposite result, namely that metric isometries are

Riemannian isometries.
In the context of the blueprint, functions such as $\eta$ model domain deformations. If $\eta$ is an isometry then intrinsic properties of the domains are preserved. The notions of metric dilation and metric distortion, which represent the relative and absolute impacts of $\eta$ on the geodesic distances, respectively, can be used to generalize exact isometries:

$$
\operatorname{dil}(\eta)=\sup _{\omega, \omega^{\prime} \in \Omega, \omega \neq \omega^{\prime}} \frac{d_{h}\left(\eta(\omega), \eta\left(\omega^{\prime}\right)\right)}{d_{g}\left(\omega, \omega^{\prime}\right)}, \quad \operatorname{dis}(\eta)=\sup _{\omega, \omega^{\prime} \in \Omega}\left|d_{h}\left(\eta(\omega), \eta\left(\omega^{\prime}\right)\right)-d_{g}\left(\omega, \omega^{\prime}\right)\right| .
$$

Note that the Gromov-Hausdorff distance between metric spaces is the smallest possible metric distortion between the two spaces. Also, note that the domain deformation stability condition we previously derived for functions $f \in \mathcal{F}(\mathcal{X}(\Omega))$ can be expressed as:

$$
\left\|f(x, \Omega)-f\left(x \circ \eta^{-1}, \Omega^{\prime}\right)\right\| \leq C\|x\| \operatorname{dis}(\eta) .
$$

Suppose we take $\eta \subset \operatorname{Diff}(\Omega)$ to be an automorphism on $\Omega$ (in this context a diffeomorphism from $\Omega$ to itself). Then $\eta$ is a Riemannian self-isometry if $\eta^{*} g=g$ or a metric self-isometry if $d_{g}=d_{g} \circ(\eta \times \eta)$. Note that isometries form a group Iso $(\Omega)$ called the isometry group with identity element given by the identity isometry that takes $\omega \mapsto \omega$. Note also that $\eta^{-1}$ always exists since $\eta$ is a diffeomorphism. A self-isometry of a manifold is thus an intrinsic symmetry of the manifold.

### 3.4.4 Fourier Analysis on Manifolds

Our construction of the Fourier transform in the Euclidean domain relied on the eigenvectors of circulant matrices, which by virtue of their commutativity are simultaneously diagonalizable. We can thus define the Fourier transform on general domains using any circulant matrix, in particular with a differential operator. For Riemannian geometry we will use the orthogonal eigenbasis of the Laplacian operator. Recall the gradient $\nabla: \mathcal{X}(\Omega, \mathbb{R}) \rightarrow \mathcal{X}(\Omega, T \Omega)$. We can similarly define the divergence operator $\nabla^{*}: \mathcal{X}(\Omega, T \Omega) \rightarrow \mathcal{X}(\Omega, \mathbb{R})$. The divergence (sometimes referred to as div) can be thought of as measuring the net flow if we think of a tangent vector field as a flow on the manifold. Note the adjointness of the two operators:

$$
\langle X, \nabla x\rangle=\left\langle\nabla^{*} X, x\right\rangle
$$

The Laplacian operator on $\mathcal{X}(\Omega)$ is defined as $\Delta=\nabla^{*} \nabla$. We interpret the Laplacian as the difference between the average value of a function around a point (specifically around an arbitrarily small sphere around the point) and the value of said function at the point (from this interpretation we see that the Laplacian is isotropic, i.e. it is invariant to direction). Note that the Laplacian is self-adjoint:

$$
\langle\nabla x, \nabla x\rangle=\langle x, \Delta x\rangle=\langle\Delta x, x\rangle
$$

The left-most component of the expression is really the complexity measure we saw earlier which measures the smoothness of $x$, which is also known as the Dirichlet energy:

$$
c^{2}(x)=\|\nabla x\|^{2}=\langle\nabla x, \nabla x\rangle=\int_{\Omega}\|\nabla x(\omega)\|_{\omega}^{2} d \omega
$$

There exists an eigendecomposition for the Laplacian: $\Delta \varphi_{k}=\lambda_{k} \varphi_{k}, k \in \mathbb{N}$ with countable spectrum (Definition 51) for compact manifolds (an assumption we make for our manifolds). By self-adjointness we have orthogonality: $\left\langle\varphi_{i}, \varphi_{j}\right\rangle=\delta_{i j}$ for $\lambda_{i} \neq \lambda_{j}$. Note that we can construct this eigenbasis by iteratively minimizing the Dirichlet energy:

$$
\varphi_{k+1}=\underset{\varphi}{\operatorname{argmin}}\|\nabla \varphi\|^{2} \text { with }\|\varphi\|=1 \text { and }\left\langle\varphi, \varphi_{i}\right\rangle=0 \text { for } i \leq k .
$$

This construction gives $0=\lambda_{0} \leq \lambda_{1} \leq \lambda_{2} \leq \ldots$ which leads us to think of these eigenvalues as analogous to frequencies in the standard Fourier transform.

We can now generalize the Fourier series for $x \in L^{2}(\Omega)$ :

$$
x(\omega)=\sum_{k \geq 0}\left\langle x, \varphi_{k}\right\rangle \varphi_{k}(\omega)=\sum_{k \geq 0} \hat{x}_{k} \varphi_{k}(\omega)
$$

Note that the results of Affalo and Kimmel [32,33] prove the following optimal bound for the Laplacian eigenbasis:

$$
\left\|x-\sum_{k=0}^{n} \hat{x}_{k} \varphi\right\|^{2} \leq \frac{\|\nabla x\|^{2}}{\lambda_{n+1}}
$$

### 3.4.5 Convolution on Manifolds

We seek to construct convolution-like operations on manifolds that are intrinsic so as to be invariant to isometries. There are two methods for this: spectral convolution using the Fourier transform and spatial convolution via local matching with a filter.

### 3.4.5.1 Spectral Convolution

Spectral convolution between a function $x$ and filter $\theta$ is defined using the Fourier transform and the convolution theorem:

$$
(x * \theta)(\omega)=\sum_{k \geq 0}\left(\hat{x}_{k} * \hat{\theta}_{k}\right) \varphi_{k}(\omega)
$$

Note that this definition is both isotropic (by virtue of the Laplacian being isotropic) and intrinsic.

Computing the spectral convolution, as we have defined it, requires diagonalizing the Laplacian and is thus, in general, intractable. Additionally, the high frequency eigenfunctions
of the Laplacian are geometrically unstable (over sensitive to domain perturbations) making the spectral convolution unstable. Instead we can think of $\theta$ as a spectral transfer function $\hat{p}(\Delta)$ such that

$$
(\hat{p}(\Delta) x)(\omega)=\sum_{k \geq 0} \hat{p}\left(\lambda_{k}\right)\left\langle x, \varphi_{k}\right\rangle \varphi_{k}(\omega)=\int_{\Omega} x\left(\omega^{\prime}\right)\left(\sum_{k \geq 0} \hat{p}\left(\lambda_{k}\right) \varphi_{k}(\omega) \varphi_{k}\left(\omega^{\prime}\right)\right) d \omega^{\prime}
$$

Note that the sum in the above expression is a spectral filter with $\hat{\theta}_{k}=\hat{p}\left(\lambda_{k}\right)$ and the integral is a spatial filter where $\theta\left(\omega, \omega^{\prime}\right)=\sum_{k \geq 0} \hat{p}\left(\lambda_{k}\right) \varphi_{k}(\omega) \varphi_{k}\left(\omega^{\prime}\right)$ is a position-dependent kernel. The value added via this representation is that we can compute the spectral transfer function using a finite polynomial: $\hat{p}(\lambda)=\sum_{j=0}^{\ell} \alpha_{j} \lambda^{j}$, which allows us to avoid the spectral decomposition in computing

$$
(\hat{p}(\Delta) x)(\omega)=\sum_{k \geq 0}\left(\sum_{j=0}^{\ell} \alpha_{j} \lambda^{j}\right)\left\langle x, \varphi_{k}\right\rangle \varphi_{k}(\omega)=\sum_{j=0}^{\ell} \alpha_{j} \cdot\left(\Delta^{j} x\right)(\omega) .
$$

### 3.4.5.2 Spatial Convolution

We can define spatial convolution on a manifold in a similar fashion to group convolution:

$$
(x * \theta)(\omega)=\int_{T_{\omega} \Omega} x\left(\exp _{\omega}(X)\right) \theta_{\omega}(X) d X
$$

Note that $\theta_{\omega}$ is defined on the tangent space for each $\omega \in \Omega$ and thus position-dependent. If $\theta$ is intrinsic then so is the convolution defined above. We note a number of differences between manifold and group convolution:

1. Manifolds, in general, are not homogeneous spaces meaning we cannot assume a shared filter $\theta$. Instead, we have position-dependent filters $\theta_{\omega}$ for $\omega \in \Omega$.
2. The filter is required to be local and defined within the injectivity radius of $\Omega$ since the exponential map is defined locally.
3. A tangent vector $X \in T_{\omega} \Omega$ is a geometric abstraction so we must use a local basis $\beta_{\omega}: \mathbb{R}^{d} \rightarrow T_{\omega} \Omega$ to write $\theta(\boldsymbol{x})=\theta(X)$ with coordinates $\boldsymbol{x}=\beta_{\omega}^{-1}(X)$.

These differences motivate us to reformulate the manifold convolution as

$$
(x * \theta)(\omega)=\int_{[0,1]^{n}} x\left(\exp _{\omega}(\beta \boldsymbol{x})\right) \theta(\boldsymbol{x}) d \boldsymbol{x}
$$

Note that the filter is defined on the unit cube in $\mathbb{R}^{d}$ (from locality) and that the convolution is intrinsic since the exponential map is defined via geodesics.

Consider the map $\beta_{\omega}: \mathbb{R}^{d} \rightarrow T_{\omega} \Omega$. We refer to this as a frame or gauge. We have assumed that this frame could be carried to another manifold: $\beta_{\omega}^{\prime}=d \eta_{\omega} \circ \beta_{\omega}$. There is a difficulty here in finding such a gauge since, in general, a smooth global gauge need not exist and because there is no notion of a canonical gauge (meaning that convolutions will be different according to $\beta$ ). We note here that in practice the underlying manifold can be constructed to be relatively smooth and even stable so as to be (approximately) isometryinvariant. Nevertheless, despite this tension between theory and practice, we will develop the theory in our next section on the last G: gauges.

### 3.5 Gauges

More generally in the field of physics, a gauge is a frame for any vector bundle (Definition 53). A vector bundle is a collection of vector spaces $V$ (referred to as a fiber) attached to each point $\omega$ in a base space $\Omega$. We can think of the vector bundle as the product $\Omega \times V$ at the set level but it may have more complicated structure. In our context, each fiber of the vector bundle represents the feature space for a point on our manifold $\Omega$. We can thus derive gauge symmetry from this framework. Let $\Omega$ be an $n$-manifold with tangent bundle $T \Omega$. Take a vector field $X: \Omega \rightarrow T \Omega$. Given a gauge $\beta$, we can represent $X$ with a function $\boldsymbol{x}: \Omega \rightarrow \mathbb{R}^{n}$. This function is dependent on the gauge $\beta$, which means we must change it whenever we change the gauge so as to maintain a proper representation of $X$.

### 3.5.1 Tangent Bundles

A gauge transformation is a map $\mathfrak{g}: \Omega \rightarrow \mathrm{GL}(n)$ (where GL $(n)$ is the general linear group of invertible $n \times n$ matrices) that produces a unique invertible matrix for each pair of gauges that maps between them via: $\beta_{\omega}^{\prime}=\beta_{\omega} \circ \mathfrak{g}_{\omega}$. The corresponding coordinate representations are related via $\boldsymbol{x}^{\prime}(\omega)=\mathfrak{g}_{\omega}^{-1} \boldsymbol{x}(\omega)$. The transformations act as representations $\rho$ of $\mathrm{GL}(n)$. This provides the desired equality of the vector field $X$ :

$$
\begin{gathered}
\beta_{\omega}^{\prime}\left(\boldsymbol{x}^{\prime}(\omega)\right)=\beta_{\omega}\left(\mathfrak{g}_{\omega} \mathfrak{g}_{\omega}^{-1} \boldsymbol{x}(\omega)\right)=\beta_{\omega}(\boldsymbol{x}(\omega)) \\
X(\omega)
\end{gathered}
$$

We may also consider subgroups of GL $(n)$ if we wish for our gauge transformations to preserve certain properties. The orthogonal group $\mathrm{O}(n)$ for example preserves orthogonality while the special orthogonal group $\mathrm{SO}(n)$ preserves orthogonality and orientation (for orientable manifolds). We call the group $\mathfrak{G}$ that represents our gauge transformations the structure group of the bundle. A gauge transformation then is a map from the manifold to the structure group: $\mathfrak{g}: \Omega \rightarrow \mathfrak{G}$.

Connecting back to machine learning, we can think of RGB images as tangent bundles and get an intuitive example of a gauge symmetry. An RGB image is a grid with 3 scalar
values assigned to each grid representing the 3 colors. The base space then is $\Omega=\mathbb{Z}^{2}$ and the fibers (feature spaces) are copies of $\mathbb{R}^{3}$. The standard coordinate representation uses the color channels as a basis: $\boldsymbol{x}(\omega)=(r(\omega) \quad g(\omega) \quad b(\omega))^{\top}$. We could permute these color channels to create BRG images for example and it would not change anything about the image itself. While this operation has no practical use it demonstrates a (gauge) symmetry of the images under the (gauge) transformation of permutation that a model (function) of the images should respect. The structure group corresponding to these transformations is thus the permutation group $\mathfrak{G}=\Sigma_{3}$.

More concretely, if we have some model $f$ of the images and we apply a gauge transformation to the images then we must correspondingly transform $f$ (which equates to transforming its architecture and parameters). Suppose $f$ maps $\boldsymbol{x}(\omega) \in \mathbb{R}^{3}$ to $\boldsymbol{y}(\omega)=f(\boldsymbol{x}(\omega)) \in \mathbb{R}^{c}$ for some $c$. According to the blueprint, the input and output of $f$ are associated with group representations $\rho_{\text {in }}$ and $\rho_{\text {out }}$ with $\rho_{\text {in }}(\mathfrak{g})=\mathfrak{g}$ for $\mathfrak{g} \in \mathfrak{G}$ and $\rho_{\text {out }}$ a $c$-dimensional representation of $\mathfrak{G}$. If we apply a gauge transformation $\mathfrak{g}$ taking $\boldsymbol{x}(\omega)$ to $\boldsymbol{x}^{\prime}(\omega)$ then we must transform $f$ into $f^{\prime}=\rho_{\text {out }}^{-1}(\mathfrak{g}) \circ f \circ \rho_{\text {in }}(\mathfrak{g})$ so that the output is $\boldsymbol{y}^{\prime}(\omega)=\rho_{\text {out }}^{-1}\left(\mathfrak{g}_{\omega}\right) \boldsymbol{y}(\omega)$ :

$$
\boldsymbol{y}^{\prime}=f^{\prime}\left(\boldsymbol{x}^{\prime}\right)=\rho_{\text {out }}^{-1}(\mathfrak{g}) f\left(\rho_{\text {in }}(\mathfrak{g}) \rho_{\text {in }}(\mathfrak{g})^{-1} \boldsymbol{x}\right)=\rho_{\text {out }}^{-1}(\mathfrak{g}) f(\boldsymbol{x})=\rho_{\text {out }}^{-1}(\mathfrak{g}) \boldsymbol{y}
$$

### 3.5.2 Gauge Symmetry

A gauge symmetry is an equivalence between gauges under a gauge transformation. Depending on our structure group, this equivalence could be between orthogonal gauges or positively-oriented orthogonal gauges, for example. Returning to the blueprint, we wish to define a function $f$ on $\mathcal{X}(\Omega)$ that is equivariant to such a gauge transformation. Let's return to the RGB example with $f: \mathbb{R}^{3} \rightarrow \mathbb{R}^{c}$. If $f \circ \rho_{\text {in }}(\mathfrak{g})=\rho_{\text {out }}(\mathfrak{g}) \circ f$ then we see that $f$ is invariant to the gauge transformation since $\rho_{\text {out }}(\mathfrak{g})^{-1} \circ f \circ \rho_{\text {in }}(\mathfrak{g})=\rho_{\text {out }}(\mathfrak{g})^{-1} \circ \rho_{\text {out }}(\mathfrak{g}) \circ f=f$. Note that unlike our previous examples, gauge transformations act not on the domain $\Omega$ but rather on each vector $\boldsymbol{x}(\omega)$ via $\mathfrak{g}(\omega) \in \mathfrak{G}$.

We can consider more general examples. Take $f: \mathcal{X}(\Omega, \mathbb{R}) \rightarrow \mathcal{X}(\Omega, \mathbb{R})$. Note that scalar functions $x \in \mathcal{X}(\Omega, \mathbb{R})$ have no orientation so a gauge transformation has representation $\rho \equiv 1$ meaning these functions are guage-equivariant (really gauge-invariant but these are equivalent in this case). We can consider a convolution-like operation using a positiondependent filter $\theta: \Omega \times \Omega \rightarrow \mathbb{R}$ :

$$
(x * \theta)(\omega)=\int_{\Omega} \theta\left(\omega, \omega^{\prime}\right) x(\omega) d \omega^{\prime}
$$

Note the existence of different filters $\theta_{\omega}=\theta(\omega, \cdot)$ implies the lack of spatial weight sharing.
Now take a map between vector fields $f: \mathcal{X}(\Omega, T \Omega) \rightarrow \mathcal{X}(\Omega, T \Omega)$. We realize the vector fields $X, Y \in \mathcal{X}(\Omega, T \Omega)$ (the input and output) relative to some gauge as $\boldsymbol{x}, \boldsymbol{y} \in \mathcal{X}\left(\Omega, \mathbb{R}^{n}\right)$. We again have a position-dependent filter but it is multi-dimensional: $\Theta: \Omega \times \Omega \rightarrow \mathbb{R}^{n \times n}$.

Note that $\Theta\left(\omega, \omega^{\prime}\right)$ maps tangent vectors in $T_{\omega} \Omega$ to tangent vectors in $T_{\omega^{\prime}} \Omega$. This is a problem because the different points have different gauges, which requires the overly-strong constraint: $\boldsymbol{\Theta}\left(\omega, \omega^{\prime}\right)=\rho^{-1}(\mathfrak{g}(\omega)) \boldsymbol{\Theta}\left(\omega, \omega^{\prime}\right) \rho\left(\mathfrak{g}\left(\omega^{\prime}\right)\right)$ for all $\omega, \omega^{\prime} \in \Omega$, where $\rho$ is an $n \times n$ rotation matrix. Since we can choose $\mathfrak{g}(\omega)$ and $\mathfrak{g}\left(\omega^{\prime}\right)$ arbitrarily and independently our constraint ends up implying $\Theta \equiv 0$.

To ameliorate this we use parallel transport $\mathfrak{g}_{\omega^{\prime} \rightarrow \omega} \in \mathfrak{G}$ between the two points along the geodesic connecting them. Note that the representation of parallel transport $\rho\left(\mathfrak{g}_{\omega^{\prime} \rightarrow \omega}\right)$ is an $n \times n$ rotation matrix that rotates the vector during transport. We can thus define

$$
(\boldsymbol{x} * \boldsymbol{\Theta})(\omega)=\int_{\Omega} \boldsymbol{\Theta}\left(\omega, \omega^{\prime}\right) \rho\left(\mathfrak{g}_{\omega^{\prime} \rightarrow \omega}\right) \boldsymbol{x}\left(\omega^{\prime}\right) d \omega^{\prime}
$$

The transport group element under gauge transformation $\mathfrak{g}_{\omega}$ transforms as $\mathfrak{g}_{\omega^{\prime} \rightarrow \omega} \mapsto \mathfrak{g}_{\omega^{\prime}}^{-1} \mathfrak{g}_{\omega^{\prime} \rightarrow \omega} \mathfrak{g}_{\omega}$ and the vector field transforms as $\boldsymbol{x}(\omega) \mapsto \rho\left(\mathfrak{g}_{\omega}\right) \boldsymbol{x}\left(\omega^{\prime}\right)$. If the filter $\boldsymbol{\Theta}$ commutes with the structure group representations: $\boldsymbol{\Theta}\left(\omega, \omega^{\prime}\right) \rho\left(\mathfrak{g}_{\omega}\right)=\rho\left(\mathfrak{g}_{\omega}\right) \boldsymbol{\Theta}\left(\omega, \omega^{\prime}\right)$ then $\boldsymbol{x} * \boldsymbol{\Theta}$ is a gaugeequivariant convolution which under gauge transformation $\boldsymbol{g}_{\omega}$ transforms as:

$$
\left(\boldsymbol{x}^{\prime} * \boldsymbol{\Theta}\right)(\omega)=\rho^{-1}\left(\mathfrak{g}_{\omega}\right)(\boldsymbol{x} * \boldsymbol{\Theta})(\omega)
$$

### 3.6 Meshes

Having gone through our 5 Gs we now discuss the M: meshes, which are somewhere in between graphs and manifolds, and geometric graphs which are graphs that can be geometrically realized. The additional structure on meshes allows us to, unlike standard graphs, treat them as if they were continuous. A standard approach of approximating 3-dimensional objects is with 2-manifolds. In turn, these 2-manifolds are often approximated via a discretisation into a triangular mesh (built by gluing triangles together along edges). See Figure 3.2 (Page 61 of Bronstein et al. [1]) for a visual.

We can define a mesh as an undirected graph with additional triangular face structure: $\mathcal{T}=(\mathcal{V}, \mathcal{E}, \mathcal{F})$ where we have triangular faces given by

$$
\mathcal{F}=\{(u, v, w): u, v, w \in \mathcal{V} \text { and }(u, v),(u, w),(w, v) \in \mathcal{E}\}
$$

Note that the orientation of a face is given by the order of the vertices. We additionally assume that each edge in $\mathcal{E}$ is shared by exactly two triangles. This condition makes vertex neighborhoods disk-like rendering the mesh into a discrete manifold (or manifold mesh). If we consider the vertex features $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}$ we can define a metric on the mesh given by the Euclidean norm: $\ell_{u v}=\left\|\boldsymbol{x}_{u}-\boldsymbol{x}_{v}\right\|$. Analogously to the case of Riemannian manifolds, we call any property expressed solely using $\ell$ an intrinsic property and $\ell$-preserving deformations are again isometries.


Figure 3.2: Triangular Mesh Building Blocks; Manifold (Top) and non-Manifold (Bottom)

### 3.6.1 Laplacian Matrices

Our vertex features represent vertex geometry as well as data-relevant properties. As we did with graphs we can stack our features into an $n \times d$ matrix $\boldsymbol{X}$. We consider spectral convolution on meshes by discretising the Laplacian operator:

$$
(\boldsymbol{\Delta} \boldsymbol{X})_{u}=\sum_{v \in \mathcal{N}_{u}} w_{u v}\left(\boldsymbol{x}_{u}-\boldsymbol{x}_{v}\right)
$$

Alternatively, letting $d_{u}=\sum_{v} w_{u v}$ and $\boldsymbol{D}=\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{n}\right)$ we can write $\boldsymbol{\Delta}=\boldsymbol{D}-\boldsymbol{W}$. We note that we can write $(\boldsymbol{\Delta} \boldsymbol{X})_{u}=d_{u} \boldsymbol{x}_{u}-\sum_{v \in \mathcal{N}_{u}} w_{u v} \boldsymbol{x}_{v}$ and in the sum we see permutationinvariant aggregation of the neighbor features of $u$. This implies that $\boldsymbol{F}(\boldsymbol{X})=\boldsymbol{\Delta} \boldsymbol{X}$ is permutation-equivariant.

If we let $\boldsymbol{W}=\boldsymbol{A}$ where $\boldsymbol{A}$ is the adjacency matrix of the graph $\mathcal{G}=(\mathcal{V}, \mathcal{E})$ then we see that we have a Laplacian construction for an arbitrary graph. In particular, we have not used the added mesh structure. For example, if $\mathcal{G}$ is a geometric graph with vertices having spatial coordinates then it is common to have weights inversely dependent on the metric such as $w_{u v} \propto e^{-\ell_{u v}}$.

For a mesh we can use the added structure of the faces with the cotangent formula [34, 35]:

$$
w_{u v}=\frac{\cot \angle_{u q v}+\cot \angle_{u p v}}{2 a_{u}}
$$

where the angles $\angle_{u q v}$ and $\angle_{u p v}$ correspond to the angles in the triangles $(u, q, v)$ and $(u, p, v)$, respectively, opposite their shared edge $(u, v)$ and where $a_{u}$ is the local area computed as
the area of the polygon given by the barycenters of triangles $(u, p, q)$ containing $u$ :

$$
a_{u}=\frac{1}{3} \sum_{p, q:(u, p, q) \in \mathcal{F}} a_{u p q}, \quad a_{u p q} \text { the area of triangle }(u, p, q) .
$$

See Figure 3.3 (Page 62 of Bronstein et al. [1]) for a visual of the geometry behind the cotangent formula.

Wardetzky et al. $[36,37]$ prove various properties of the cotangent Laplacian $\boldsymbol{\Delta}$ :

1. It is positive semi-definite with eigenvalues $\lambda_{n} \geq \ldots \geq \lambda_{1} \geq 0$.
2. It is symmetric implying it has orthogonal eigenvectors.
3. It is local in the sense that $(\boldsymbol{\Delta} \boldsymbol{X})_{u}$ depends only on $\mathcal{N}_{u}$.
4. It converges to the continuous $\Delta$ for an infinitely refined (granular) mesh.

Furthermore, the cotangent Laplacian is intrinsic (giving the incredibly desirable isometry invariance property) since we can write

$$
w_{u v}=\frac{-\ell_{u v}^{2}+\ell_{v q}^{2}+\ell_{u q}^{2}}{8 a_{u v q}}+\frac{-\ell_{u v}^{2}+\ell_{v p}^{2}+\ell_{u p}^{2}}{8 a_{u v p}}
$$

with $a_{i j k}$ the area of triangle $(i, j, k)$ given by Heron's semiperimeter formula:

$$
a_{i j k}=\sqrt{s_{i j k}\left(s_{i j k}-\ell_{i j}\right)\left(s_{i j k}-\ell_{i k}\right)\left(s_{i j k}-\ell_{j k}\right)}, \quad s_{i j k}=\frac{1}{2}\left(\ell_{i j}+\ell_{i k}+\ell_{j k}\right) .
$$



Figure 3.3: Geometry behind the Cotangent Formula

### 3.6.2 Spectral Convolution on Meshes

We diagonalize the Laplacian matrix as $\boldsymbol{\Delta}=\boldsymbol{\Phi} \boldsymbol{\Lambda} \boldsymbol{\Phi}^{\top}$ with $\boldsymbol{\Phi}=\left(\boldsymbol{\varphi}_{1}, \boldsymbol{\varphi}_{2}, \ldots, \boldsymbol{\varphi}_{n}\right)$ and $\boldsymbol{\Lambda}=$ $\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$ where the $\lambda_{i}$ 's and $\boldsymbol{\varphi}_{i}$ 's are the eigenvalues and eigenvectors of the Laplacian matrix. We can thus define spectral convolution with a filter $\boldsymbol{\theta}$ on the mesh as

$$
\boldsymbol{X} * \boldsymbol{\theta}=\boldsymbol{\Phi} \cdot \operatorname{diag}\left(\boldsymbol{\Phi}^{\top} \boldsymbol{\theta}\right)\left(\boldsymbol{\phi}^{\top} \boldsymbol{X}\right)=\boldsymbol{\Phi} \cdot \operatorname{diag}(\hat{\boldsymbol{\theta}}) \hat{\boldsymbol{X}}
$$

The problem with this definition is similar to the problem with our initial definition of spectral convolution of manifolds due to the sensitivity of the Fourier transform to perturbations. We modify our definition again using transfer functions:

$$
\hat{p}(\boldsymbol{\Delta}) \boldsymbol{X}=\boldsymbol{\Phi} \cdot \hat{p}(\boldsymbol{\Lambda}) \boldsymbol{\Phi}^{\top} \boldsymbol{X}=\boldsymbol{\Phi} \cdot \operatorname{diag}\left(\hat{p}\left(\lambda_{1}\right), \hat{p}\left(\lambda_{2}\right), \ldots, \hat{p}\left(\lambda_{n}\right)\right) \hat{\boldsymbol{X}}
$$

We note that we can again write our transfer function as a polynomial:

$$
\hat{p}(\boldsymbol{\Delta}) \boldsymbol{X}=\sum_{k=0}^{\ell} \alpha_{k} \boldsymbol{\Delta}^{k} \boldsymbol{X}
$$

as was done in [38].

### 3.6.3 Functional Maps

A functional map [39] is a correspondence between functions on two domains. Specifically, it is a linear operator $\boldsymbol{C}: \mathcal{X}(\Omega) \rightarrow \mathcal{X}\left(\Omega^{\prime}\right)$ that can be represented by an $n^{\prime} \times n$ matrix such that $\boldsymbol{x}^{\prime}=\boldsymbol{C} \boldsymbol{x}$ for $\boldsymbol{x} \in \mathcal{X}(\Omega)$ and $\boldsymbol{x} \in \mathcal{X}\left(\Omega^{\prime}\right)$ For $\boldsymbol{C}$ to preserve area it is necessarily orthogonal [40] so we have $\boldsymbol{C} \in \mathrm{O}(n) \Longrightarrow \boldsymbol{C}^{-1}=\boldsymbol{C}^{\top}$. We will use functional maps to think of meshes as operators, allowing for invariances that exploit the mesh structure. Let $\mathcal{T}$ be a mesh with vertex coordinates $\boldsymbol{X}$. The Laplacian is an intrinsic operator representing a mesh and from which we can recover the mesh up to isometry [41]. There are other operators that can represent the mesh $[42,43,44]$ and as a result we choose to represent our mesh with a general operator $\boldsymbol{Q}(\mathcal{T}, \boldsymbol{X})$, which is an $n \times n$ matrix. Instead of writing functions on the mesh as $f(\mathcal{T}, \boldsymbol{X})$ we will write $f(\boldsymbol{Q})$. See Figure 3.4 (Page 67, Figure 13 of Bronstein et al. [1]) for a visual representation of the motivation for functional maps.

Note that the vertices of a mesh are unordered, as is the case for graphs and sets. We thus are interested in permutation-invariant or permutation-equivariant functions, that is functions such that for any permutation matrix $\boldsymbol{P}$ we have:

$$
f\left(\boldsymbol{P} \boldsymbol{Q} \boldsymbol{P}^{\boldsymbol{\top}}\right)=f(\boldsymbol{Q}) \text { (invariance), } \quad \boldsymbol{F}\left(\boldsymbol{P} \boldsymbol{Q} \boldsymbol{P}^{\boldsymbol{\top}}\right)=\boldsymbol{P} \boldsymbol{F}(\boldsymbol{Q}) \text { (equivariance). }
$$

Meshes have additional structure though given that they are discretisations of continuous surfaces. Suppose then that $\mathcal{T}$ is a discretization of a domain $\Omega$. We could consider another mesh $\mathcal{T}^{\prime}$ with $n^{\prime}$ vertices and coordinates $\boldsymbol{X}^{\prime}$ that also discretizes $\Omega$. We call this use of another mesh remeshing. Note that permutation does not necessarily provide a correspondence


Figure 3.4: (Left) Pointwise Map of Cat/Dog Cells vs. (Right) Functional Map of Cat/Dog Shared Limb
between these meshes given that they not only have potentially distinct structure but they need not even have the same number of vertices.

This is where the functional map comes in. Suppose $\boldsymbol{Q}$ and $\boldsymbol{Q}^{\prime}$ are operator representations of $\mathcal{T}$ and $\mathcal{T}^{\prime}$, respectively, and that $\boldsymbol{C}$ is a correspondence (functional map) between $\mathcal{T}$ and $\mathcal{T}^{\prime}$. Then we have:

$$
Q^{\prime}=C Q C^{\top}, \quad Q=C^{\top} Q^{\prime} C
$$

This gives rise to the notions of remeshing invariance and equivariance, that is functions such that for any $\boldsymbol{C} \in \mathrm{O}(n)$ :
$f\left(\boldsymbol{Q}^{\prime}\right)=f\left(\boldsymbol{C Q} \boldsymbol{C}^{\boldsymbol{\top}}\right)=f(\boldsymbol{Q})$ (invariance), $\quad \boldsymbol{F}\left(\boldsymbol{Q}^{\prime}\right)=\boldsymbol{F}\left(\boldsymbol{C Q} \boldsymbol{C}^{\boldsymbol{\top}}\right)=\boldsymbol{C F}(\boldsymbol{Q})$ (equivariance).
Note that permutation is a special case of a trivial remeshing that simply reorders the unordered vertices of a mesh.

Having now explored the geometric domains we move on to applications of the theory. In the next chapter, we apply the theory and blueprint framework we have developed to different neural network architectures and in the final chapter, we will investigate a variety of practical applications of geometric deep learning.

## Chapter 4

## Geometric Deep Learning Models

After introducing the geometric deep learning blueprint (Definition 15) and investigating it in the context of different geometric domains, we are ready to study contemporary neural network architectures. We will aim to apply geometric deep learning to the current deep learning landscape in substantial breadth but certainly not in an exhaustive manner. That being said, we will look at three classes of models in particular, all of which we briefly discussed in Chapter 1.

The first architecture we look at is the convolutional neural network (CNN). The vanilla CNN's construction follows rather immediately from the blueprint and furthermore we will consider group-equivariant CNNs as well as CNNs on meshes.

The next architecture, whose construction also follows from the blueprint fairly easily, is the graph neural network (GNN). We will show the substantial expressive power of the GNN by introducing equivariances and we will also show that the popular transformer architecture [16] (which is the state-of-the-art in many tasks today) is in fact a GNN.

Finally, by considering a grid temporally we can study recurrent neural networks (RNNs) and show a sort-of temporal translation invariance. We will also discuss RNN pathologies that motivate models such as the Long Short-Term Memory (LSTM) [45, 46].

### 4.1 Convolutional Neural Networks

Convolutional neural networks (CNNs) are, unsurprisingly, reliant on convolution. Consider a finite grid (such as an image) $\Omega=[H] \times[W]$ (with $[n]=\{1,2, \ldots, n\}$ ) and $\boldsymbol{\omega}=\left(\omega_{1}, \omega_{2}\right) \in \Omega$. We consider scalar functions $\boldsymbol{x} \in \mathcal{X}(\Omega, \mathbb{R})$. Convolving with a filter $\boldsymbol{\theta}$ of dimensions $H^{f} \times W^{f}$ is a linear combination of filter generators $\left\{\boldsymbol{\theta}_{i j}: i \in\left[H^{f}\right], j \in\left[W^{f}\right]\right\}$ (see Figure 4.1 (Page 69, Figure 14 of Bronstein et al. [1])). Now using the fact that local linear translation-equivariant maps are convolutions (from Chapter 3) we can write any local linear equivariant function
in the following form:

$$
\boldsymbol{F}(\boldsymbol{x})=\sum_{i=1}^{H^{f}} \sum_{j=1}^{W^{f}} \alpha_{i j} \boldsymbol{C}\left(\boldsymbol{\theta}_{i j}\right) \boldsymbol{x}
$$

If we use the standard $\boldsymbol{\theta}_{i j}\left(\omega_{1}, \omega_{2}\right)=\delta\left(\omega_{1}-i, \omega_{2}-j\right)$ then the above expression coincides with 2-dimensional convolution, that is:

$$
\boldsymbol{F}(\boldsymbol{x})_{u v}=\sum_{i=1}^{H^{f}} \sum_{j=1}^{W^{f}} \alpha_{i j} x_{u+i, v+j} .
$$



Figure 4.1: Convolution of $\boldsymbol{x}$ with Filter $\boldsymbol{C}(\boldsymbol{\theta})=\boldsymbol{C}\left(\boldsymbol{\theta}_{11}+\boldsymbol{\theta}_{13}+\boldsymbol{\theta}_{22}+\boldsymbol{\theta}_{31}+\boldsymbol{\theta}_{33}\right)$
We use a convolutional tensor for an input with $M$ channels (for example, RGB images with $M=3$ ) and an output with $N$ channels:

$$
\boldsymbol{F}(\boldsymbol{x})_{u v}^{\ell}=\sum_{i=1}^{H^{f}} \sum_{j=1}^{W^{f}} \sum_{k=1}^{M} \alpha_{i j k}^{\ell} x_{u+i, v+j, k}, j \in[N] .
$$

Between convolutional layers, a non-linear activation function $\sigma: \mathcal{X}(\Omega) \rightarrow \mathcal{X}(\Omega)$ is applied element-wise $(\sigma(\boldsymbol{x}))(\omega)=\sigma(\boldsymbol{x}(\omega))$. This step is key to the model's expressive power (for neural networks in general). The most common example of such a function is the rectified linear unit or ReLU (discussed in Chapter 1): $\sigma(x)=\max (0, x)$.

Coarsening is applied after convolutional layers as well. This is done via a coarsening operator $\boldsymbol{P}: \mathcal{X}(\Omega) \rightarrow \mathcal{X}\left(\Omega^{\prime}\right)$ with $\Omega^{\prime}$ coarser than $\Omega$. The use of $\boldsymbol{P}$ as notation is a reference to pooling, which is the coarsening of choice for convolution. Pooling generally involves looking at sub-grids of the larger grid input and aggregating convolved features in said sub-grid together (via an average or a maximum, for example).

We thus see that this vanilla CNN architecture falls in line with our blueprint since we can write such a model as the composition of a coarsening operation $\boldsymbol{P}$, a non-linear activation $\sigma$, and an equivariant linear layer $\boldsymbol{F}$ :

$$
\boldsymbol{P}(\sigma(\boldsymbol{F}(\boldsymbol{x})) \quad \text { (GDL blueprint expression of vanilla CNN) }
$$

CNNs have had substantial impact on the field of machine learning but not without a series of innovations that made them feasible. We explore these innovations next.

A deep CNN of depth $n$ is a model with $n$ convolutional layers. The convolution component of such a model is specified by hyperparameters of the form $\left\{\left(H_{k}^{f}, W_{k}^{f}, M_{k}, N_{k}, p_{k}\right)\right.$ : $k \in[n]\}$, where the filter of the $k^{\text {th }}$ layer is of dimension $H_{K}^{f} \times W_{k}^{f}, M_{k}$ and $N_{k}$ indicate the input and output dimensions at layer $k$ (necessitating $M_{k+1}=N_{k}$ ), and $p_{k} \in\{0,1\}$ indicates the presence of pooling. A slight modification of this architecture known as a residual CNN (more generally a residual network or ResNet) [47] enabled more favorable optimization of deep CNNs. This architecture relies on a skip-connection by including the input into the pooling operation:

$$
\boldsymbol{P}(\boldsymbol{x}+\sigma(\boldsymbol{F}(\boldsymbol{x})) \quad \text { (GDL blueprint expression of residual CNN). }
$$

Two techniques used for CNNs but for neural networks in general are batch normalization [48] and data augmentation [49]. Batch normalization layers estimate the first and second moments of a layer $\boldsymbol{x}_{k}$ to estimate the layer's mean $\mu_{k}$ and standard deviation $\sigma_{k}$. These estimates are then used to normalize the layer via:

$$
\boldsymbol{x}_{k}^{\prime}=\sigma_{k}^{-1} \odot\left(\boldsymbol{x}_{k}-\mu_{k}\right),
$$

where $\odot$ indicates element-wise multiplication.
Data augmentation involves transforming the data in a way that preserves its meaning. An example would be rotating an image or changing that image's brightness. Even adding random noise to data can be useful. This technique helps prevent overfitting and has been successful in improving model generalization. Data augmentation, however, has sub-optimal sample complexity [50] and a better approach, as we will see next, involves using invariances and equivariances.

### 4.1.1 Group-Equivariance

In Chapter 3, we considered the action of a group $\mathfrak{G}$ on a (homogeneous space) domain $\Omega$ and defined a corresponding group convolution. We now discuss this idea in more practical terms, first with examples of situations in which group convolutions can be useful.

We will start with discrete $\Omega$ and $\mathfrak{G}$. Let $\Omega=\mathbb{Z}^{3}$ be a 3 -dimensional grid and take $x \in \mathcal{X}(\Omega, \mathbb{R})$ (corresponding to medical images such as MRIs perhaps). In practice, we
should use a finite 3-D grid $[W] \times[H] \times[D] \subset \mathbb{Z}^{3}$ but in principle we can use an infinite grid $\mathbb{Z}^{3}$ with padding. Our symmetry group will consist of transformations on $\mathbb{Z}^{3}$ that preserve distance and orientation (i.e. translations and right-angle rotations): $\mathfrak{G}=\mathbb{Z}^{3} \rtimes O_{h}$, where $\rtimes$ indicates a semi-direct product.

Another example is DNA sequences. DNA consists of sequences of four nucleotides represented by the letters A, T, C, and G. Computationally, they are represented using the one-hot encoding where each nucleotide is mapped to a vector $e_{i}$ for $i \in[4]$ that consists of all zeroes except for a 1 at the $i^{\text {th }}$ index. We can thus think of a DNA sequence as a function $f: \mathbb{Z} \rightarrow \mathbb{R}^{4}$ (really we could think of it as a map $[L] \rightarrow \mathbb{Z}^{4}$ ). DNA sequences have reverse-complement symmetry. They are double-stranded with a 5 '-end and a 3 '-end (note that DNA sequences are read from $5^{\prime}$ to $3^{\prime}$ ). Between strands the nucleotides A and T are always paired and C and G are always paired. The sequence ( $5^{\prime}$ )ATGCTGCAA( $3^{\prime}$ ) is thus equivalent to ( $3^{\prime}$ )TACGACGTT( $5^{\prime}$ ). Correspondingly, our symmetry group is $\mathbb{Z}_{2}$ with the non-identity transformation being a reverse-complementation (there is additionally translation invariance to consider since we are on a grid but this is not specific to the case of DNA). See Figure 4.2 (Page 75 of Bronstein et al. [1]) for a visual.


Figure 4.2: Idealized DNA Double-Helix
Since we have discrete symmetry groups, the group convolution between $x \in \mathcal{X}(\Omega, \mathbb{R})$ and a filter $\theta$ is

$$
(x * \theta)(\mathfrak{g})=\sum_{\omega \in \Omega} x_{\omega} \rho(\mathfrak{g}) \theta_{\omega}=\sum_{\omega \in \Omega} x_{\omega} \theta_{\mathfrak{g}^{-1} \omega} .
$$

There still is the question of how to implement a group convolution in a way that is tractable and on the same (or similar) order of computation as regular convolution (and in general, deep learning methods), for which optimized hardware such as GPUs exist. Note that our discrete transformations consist of translations and another transformation (rotation for 3-D images, reverse-complementation for DNA). Thus if we take a transformation $\mathfrak{g} \in \mathfrak{G}$ we can write $\mathfrak{g}=\mathfrak{l h}$ for $\mathfrak{l} \in \mathbb{Z}^{d}$ a translation and $\mathfrak{g} \in \mathfrak{H}$ the other appropriate transformation. Using the fact that $\rho(\mathfrak{g})=\rho(\mathfrak{l g})=\rho(\mathfrak{l}) \rho(\mathfrak{h})$ we can write the convolution as:

$$
\begin{gathered}
(x * \theta)(\mathfrak{g})=(x * \theta)(\mathfrak{l h})=\sum_{\omega \in \Omega} x_{\omega} \rho(\mathfrak{l h}) \theta_{\omega} \\
=\sum_{\omega \in \Omega} x_{\omega} \rho(\mathfrak{l}) \rho(\mathfrak{h}) \theta_{\omega}=\sum_{\omega \in \Omega} x_{\omega}(\rho(\mathfrak{h}) \theta)_{\omega-\mathfrak{l}}=(x *(\rho(\mathfrak{h}) \theta))(\mathfrak{l}) .
\end{gathered}
$$

The translation component of the convolution can be implemented identically to classical convolution. To complete the implementation we can pre-compute and store the transformed filters $\theta_{\mathfrak{h}}=\rho(\mathfrak{h}) \theta$ for all $\mathfrak{h} \in \mathfrak{H}$ and then by accessing these transformed filters we can compute the convolution $(f *(\rho(\mathfrak{h}) \theta))(\mathfrak{l})=\left(f * \theta_{\mathfrak{h}}\right)(\mathfrak{l})$ in the same way (up to accessing and storing the transformed filters) as regular convolution.

We have defined the group convolution as a function of $\mathfrak{G}$ but the fact that we can write elements of $\mathfrak{G}$ using translations and elements of $\mathfrak{H}$ motivates us to stack maps into orientation channels. We will have one map for each combination of filter transformation (there are $|\mathfrak{H}|$-many) and each orientation $\mathfrak{l}$. We store these maps using a $W \times H \times C$ array with $C$ the number of channels (which is the product of the number of distinct filters and the number of non-translation filter transformations $\mathfrak{h} \in \mathfrak{H}$ ). The channels give an interpretation of the group-equivariance property: $(\rho(\mathfrak{g}) x) * \theta=\rho(\mathfrak{g})(x * \theta)$. The group transformation on the convolution transforms the orientation channels via permutation. This gives an analogy between the group-equivariant CNN architecture and the vanilla CNN, which suggests we can extend CNN variant architectures such as residual networks to group-equivariant CNNs.

We can define CNNs on continuous domains and symmetry groups as well. Take for example spherical CNNs [51] defined on $\Omega=S^{2}$ and $\mathfrak{G}=\mathrm{SO}(3)$. We must define the Fourier transform on both spaces since convolution on $S^{2}$ is a function of $\mathrm{SO}(3)$. The Fourier basis on $S^{2}$ consists of spherical harmonics while the Wigner D-functions form the Fourier basis of $\mathrm{SO}(3)$. The Fourier transform is defined analogously to the classical transform via inner products with the Fourier basis functions and furthermore a similar result to the convolution theorem holds. Lastly, it is worth noting that there exist fast Fourier transform analogs for efficient computation of these Fourier transforms.

### 4.1.2 Meshes

As we have seen, meshes are very important in computer vision as they can be used to discretize 3-dimensional objects. Convolution on meshes is usually defined using the exponential map and writing the filter in coordinate form on the tangent space. Consider a geodesic $\gamma$ on our domain $\Omega$ such that $\omega=\gamma(0)$ and $\omega^{\prime}=\gamma(T)$ (note that on a discrete mesh a geodesic is a poly-line on the triangular faces of the mess). We can define geodesic polar coordinates $\left(r\left(\omega, \omega^{\prime}\right), \vartheta\left(\omega, \omega^{\prime}\right)\right)$ where $r\left(\omega, \omega^{\prime}\right)=\ell(\gamma)$ is the geodesic distance between $\omega$ and $\omega^{\prime}$ and $\vartheta\left(\omega, \omega^{\prime}\right)$ is the angle between $\gamma^{\prime}(0)$ and a local reference direction. We use this polar frame to define a geodesic patch: $x(\omega, r, \vartheta)=x\left(\exp _{\omega} p_{\omega}(r, \vartheta)\right)$ with $p_{\omega}:[0, R] \times[0,2 \pi) \rightarrow T_{\omega} \Omega$ the local polar frame ( $R$ is the injectivity radius). See Figure 4.3 (Page 86 of Bronstein et al. [1]) for a visual of geodesic patches. We now look at potential approaches to define geodesic CNNs.

Note that in our definition of geodesic patch we can choose orientation and direction arbitrarily and this is done in a non-invariant manner (i.e. $x\left(\omega, r, \vartheta+\vartheta_{0}\right)$ can differ from


Figure 4.3: Geodesic Patches on Mesh Discretization of Human Body
$x(\omega, r, \vartheta))$. One workaround for this would be to use isotropic filters $\theta$ :

$$
(x * \theta)(\omega)=\int_{0}^{R} \int_{0}^{2 \pi} x(u, r, \vartheta) \theta(r) d r d \theta
$$

This is analogous to spectral convolution (since the Laplacian is isotropic). As a consequence of isotropicity, this definition will disregard directionality and potentially lose information.

Masci et al. [52] use a technique called angular max pooling to construct a geodesic CNN. This involves a non-isotropic (anisotropic) filter $\theta(r, \vartheta)$ aggregated and maximized over rotations:

$$
(x * \theta)(\omega)=\max _{\vartheta_{0} \in[0,2 \pi)} \int_{0}^{R} \int_{0}^{2 \pi} x(u, r, \vartheta) \theta\left(r, \vartheta+\vartheta_{0}\right) d r d \vartheta
$$

We now discretize this definition using patch operators where for a vertex $u$ we weigh the polar frame $\left(r_{u v}, \vartheta_{u v}\right)$ using functions on the polar coordinates $w_{1}, w_{2}, \ldots, w_{K}$ and learnable filter coefficients $\theta_{1}, \theta_{2}, \ldots, \theta_{K}$. We defer additional details to Masci et al.

The two approaches we have seen so far are gauge-invariant if we consider the gauge transformations $\mathfrak{g} \in \mathrm{SO}(2)$ as coordinate frame rotations. We now look at another approach $[53,54]$ that is gauge-equivariant. We must use parallel transport for our construction to map geometric features to the same vector space before convolving with the filter. We use a message-passing mechanism on the mesh that computes vector "messages" between each pair of mesh vertices (message-passing will be further explained in our section on graph neural networks). Take input features $\boldsymbol{x}_{u} \in \mathbb{R}^{d}$ at vertex $u$ expressed relative to some choice of gauge at $u$. We assume the features transform via action by $\rho_{\mathrm{in}}$, a representation of $\mathfrak{G}=\mathrm{SO}(2)$. The output $\boldsymbol{h}_{u} \in \mathbb{R}^{d^{\prime}}$ of the convolution acts according to a representation $\rho_{\text {out }}$.

We define gauge-equivariant convolutions on a mesh using message-passing as:

$$
\boldsymbol{h}_{u}=\boldsymbol{\Theta}_{\text {self }} \cdot \boldsymbol{x}_{u}+\sum_{v \in \mathcal{N}_{u}} \boldsymbol{\Theta}_{\text {neigh }}\left(\vartheta_{u v}\right) \rho\left(\boldsymbol{g}_{v \rightarrow u}\right) \boldsymbol{x}_{v}
$$

where we have learnable filters $\boldsymbol{\Theta}_{\text {self }}, \boldsymbol{\Theta}_{\text {neigh }}\left(\varphi_{u v}\right) \in \mathbb{R}^{d^{\prime} \times d}$. Note that $\boldsymbol{\Theta}_{\text {neigh }}\left(\varphi_{u v}\right)$ depends on $\varphi_{u v}$, the angle of $v$ to the reference direction at $u$, which implies anisotropicity. The element $\mathfrak{g}_{v \rightarrow u} \in \mathrm{SO}(2)$ corresponds to parallel transport from $v$ to $u$ (expressed relative to gauges at the vertices). The group action of this element has representation given by a transporter matrix $\rho\left(\mathfrak{g}_{v \rightarrow u}\right) \in \mathbb{R}^{d \times d}$. For implementation purposes, we can pre-compute these transport elements and their representations for all vertices.

We can further parameterize the filters using gauge transformation properties:

$$
\begin{gathered}
\boldsymbol{h}(\omega) \mapsto \rho_{\text {out }}\left(\mathfrak{g}^{-1}(\omega)\right) \boldsymbol{h}(\omega) \Longrightarrow \forall \vartheta \in \mathrm{SO}(2) \\
\boldsymbol{\Theta}_{\text {self }} \cdot \rho_{\text {in }}(\vartheta)=\rho_{\text {out }}(\vartheta) \boldsymbol{\Theta}_{\text {self }} \quad \text { and } \quad \boldsymbol{\Theta}_{\text {neigh }}\left(\vartheta_{u v}-\vartheta\right) \rho_{\text {in }}(\vartheta)=\rho_{\text {out }}(\vartheta) \boldsymbol{\Theta}_{\text {self }} .
\end{gathered}
$$

These are linear constraints implying a parameterization of the filters using basis filters and learnable coefficients of the form:

$$
\boldsymbol{\Theta}_{\text {self }}=\sum_{i} \alpha_{i} \boldsymbol{\Theta}_{\text {self }}^{i}, \quad \boldsymbol{\Theta}_{\text {neigh }}=\sum_{j} \beta_{j} \boldsymbol{\Theta}_{\text {neigh }}^{j}
$$

### 4.2 Graph Neural Networks

Graph neural networks (GNNs) are designed to model graphical data and thus possess invariances and equivariances to permutations, but they are in fact more general and, as we will see, they can express many other neural network architectures. We model a graph as an adjacency matrix $\boldsymbol{A}$ and a matrix of node features $\boldsymbol{X}$. As per the blueprint, we will consider GNN architectures $\boldsymbol{F}(\boldsymbol{X}, \boldsymbol{A})$ that are permutation-equivariant, which we will construct using permutation-invariant functions $\phi\left(\boldsymbol{x}_{u}, \boldsymbol{X}_{\mathcal{N}_{u}}\right)$ about vertices and their local neighborhoods. We can refer to the function $\phi$ as performing propagation or message passing and the function $\boldsymbol{F}$ as a GNN layer. We will now characterize three kinds of GNNs layers based on the function $\phi$, which can be visualized in Figure 4.4 (Page 78, Figure 17 of Bronstein et al. [1]).


Figure 4.4: Visual Represenation of GNN Dataflows: (Left) Convolutional GNN with fixed weights $c_{u v}$ between nodes (Middle) Attentional GNN with weights computed via attention mechanism as $\alpha_{u v}=a\left(\boldsymbol{x}_{u}, \boldsymbol{x}_{v}\right)$ between vertices (Right) Message-Passing GNN with messages $\boldsymbol{m}_{u v}=\psi\left(\boldsymbol{x}_{u}, \boldsymbol{x}_{v}\right)$ computed between vertices

Each different kind of GNN will satisfy permutation invariance by applying an updating function $\phi$ to an aggregation of vertex features from $\boldsymbol{X}_{\mathcal{N}_{u}}$ (transformed by some $\psi$ ) via a permutation-invariant function $\bigoplus$. The function $\bigoplus$ is generally nonparameteric such as a sum or a maximum, while $\phi$ and $\psi$ are learnable. A generic example would be to use fully-connected layers with learnable weight matrices $\boldsymbol{W}, \boldsymbol{U}, \boldsymbol{b}$ and non-linear activation $\sigma$ :

$$
\psi(\boldsymbol{x})=\boldsymbol{W} \boldsymbol{x}+\boldsymbol{b}, \quad \phi(\boldsymbol{x}, \boldsymbol{z})=\sigma(\boldsymbol{W} \boldsymbol{x}+\boldsymbol{U} \boldsymbol{z}+\boldsymbol{b}) .
$$

The first kind of GNNs are convolutional GNNs [55, 56, 57] which aggregate neighborhood vertices using fixed weights:

$$
\boldsymbol{h}_{u}=\phi\left(\boldsymbol{x}_{u}, \bigoplus_{v \in \mathcal{N}_{u}} c_{u v} \psi\left(\boldsymbol{x}_{v}\right)\right) .
$$

Note that the weights $c_{u v}$ correspond to the impact of vertex $v$ on vertex $u$ 's representation and that we are summing over individual neighbor vertex (transformed) features $\psi\left(\boldsymbol{x}_{v}\right)$.

Next we have attentional GNNs [58, 59, 60] which use a learnable self-attention mechanism $a$ used to compute weights $a\left(\boldsymbol{x}_{u}, \boldsymbol{x}_{v}\right)$ :

$$
\boldsymbol{h}_{u}=\phi\left(\boldsymbol{x}_{u}, \bigoplus_{v \in \mathcal{N}_{u}} a\left(\boldsymbol{x}_{u}, \boldsymbol{x}_{v}\right) \psi\left(\boldsymbol{x}_{v}\right)\right) .
$$

The weights $\alpha_{u v}$ tend to be normalized using softmax (in this case across vertex neighbors). Also, note again that we are summing over individual neighbor vertex (transformed) features.

Lastly, we have message-passing $G N N s[10,61]$ which compute arbitrary functions ("messages") across graph edges:

$$
\boldsymbol{h}_{u}=\phi\left(\boldsymbol{x}_{u}, \bigoplus_{v \in \mathcal{N}_{u}} \psi\left(\boldsymbol{x}_{u}, \boldsymbol{x}_{v}\right)\right) .
$$

In this context, $\psi$ is a learnable function that computes a message vector sent from vertex $v$ to $u$.

We observe that convolutional GNNs can be expressed using attentional GNNs and both convolutional and attentional GNNs can be expressed using message-passing GNNs. To see this, we note that the attention mechanism $a\left(\boldsymbol{x}_{u}, \boldsymbol{x}_{v}\right)=c_{u v}$ for some fixed weights proves the initial claim and the message passing functions $\psi\left(\boldsymbol{x}_{u}, \boldsymbol{x}_{v}\right)=c_{u v} \psi\left(\boldsymbol{x}_{v}\right)$ (for convolutional GNNs) and $\psi\left(\boldsymbol{x}_{u}, \boldsymbol{x}_{v}\right)=a\left(\boldsymbol{x}_{u}, \boldsymbol{x}_{v}\right) \psi\left(\boldsymbol{x}_{v}\right)$ (for attentional GNNs) proves the latter statement. While this implies that message-passing GNNs have the most expressive power (and attentional GNNS are more powerful than convolutional GNNs) it is important to note that their power also comes with increased complexity and computational expense to train. As such, we should choose our GNN architecture according to our problem so as to not be wasteful.

### 4.2.1 Transformers (and more)

We now consider GNNs on unordered sets, motivated by their permutation symmetry properties. Specifically, we will show that GNNs can express the popular transformer [16] model as well as deep sets [62]. We will again consider a matrix of vertex features $\boldsymbol{X}$, but we will not assume edge structure on the graph.

We first assume an empty edge set, that is $\boldsymbol{A}=\mathbb{1}$. In this case we have trivial neighborhoods $\mathcal{N}_{u}=\{u\}$ for all $u \in \mathcal{V}$ (note the choice to include $u \in \mathcal{N}_{u}$ ) resulting in a GNN model of the form:

$$
\boldsymbol{h}_{u}=\psi\left(\boldsymbol{x}_{u}\right),
$$

with $\psi$ a learnable function. This model is equivalent to the deep sets model.
On the flip side, we can consider the case of a complete edge set. This is useful if we do not have information regarding the graph structure and is equivalent to $\boldsymbol{A}=\mathbf{1 1}^{\top}$ and $\mathcal{N}_{u}=\mathcal{V}$ for all $u \in \mathcal{V}$. Note that convolutional GNNs in this context are of the form:

$$
\boldsymbol{h}_{u}=\phi\left(\boldsymbol{x}_{u}, \bigoplus_{v \in \mathcal{V}} \psi\left(\boldsymbol{x}_{v}\right)\right) .
$$

Since the vertex aggregation term $\bigoplus_{v \in \mathcal{V}} \psi\left(\boldsymbol{x}_{v}\right)$ is the same for all vertices, graph convolution, in this case, is equivalent to the $\boldsymbol{A}=\mathbb{1}$ case. We instead consider an attentional GNN:

$$
\boldsymbol{h}_{u}=\phi\left(\boldsymbol{x}_{u}, \bigoplus_{v \in \mathcal{V}} a\left(\boldsymbol{x}_{u}, \boldsymbol{x}_{v}\right) \psi\left(\boldsymbol{x}_{v}\right)\right)
$$

This is the self-attention that is key to the transformer architecture. If we normalize the attention coefficients using softmax for example then we have coefficients $\alpha_{u v}=a\left(\boldsymbol{x}_{u}, \boldsymbol{x}_{v}\right)$ such that $\alpha_{u v} \in[0,1]$, creating a soft adjacency matrix $\boldsymbol{\alpha}$ with rows summing to 1 . We can thus model a transformer using an attentional GNN over a complete graph [63]. We only need to note that transformers model sequential data and so we must use positional encodings (already a component of the transformer), which are transformations of a vertex u's features $\boldsymbol{x}_{u}$ used to keep track of a vertex's position in the sequence. When dealing with general graph structures the graph Laplacian's eigenvectors can be used instead of positional encoding, as was done in the graph transformer [64].

We note that the empty edge set case $\boldsymbol{A}=\mathbb{1}$ is not sufficiently expressive while the complete edge set case $\boldsymbol{A}=\mathbf{1 1}^{\top}$ is potentially too expressive and is computationally expensive. In general, we seek to infer the edge sets of a graph, which is the challenging task of latent graph inference.

### 4.2.2 Equivariant Message-Passing

Consider the case where our vertex features include positional coordinates, an example being molecular graphs for which the vertices are atoms containing 3-dimensional spatial coordi-
nates. Molecules are structurally equivariant to rigid transformations and thus we want our model of these molecular graphs to be $\mathrm{SE}(3)$-equivariant (where $\mathrm{SE}(3)$ is the special Euclidean group consisting of rotations and translations).

To study this context, we will split our vertex features into (non-spatial coordinate) features $\boldsymbol{f}_{u} \in \mathbb{R}^{d}$ and spatial coordinates $\boldsymbol{x}_{u} \in \mathbb{R}^{3}$ and we will assume our model transforms these into $\boldsymbol{f}_{u}^{\prime}$ and $\boldsymbol{x}_{u}^{\prime}$, respectively. Given $\mathfrak{g} \in \mathrm{SE}(3)$ the group action is $\rho(\mathfrak{g}) \boldsymbol{x}=\boldsymbol{R} \boldsymbol{x}+\boldsymbol{t}$ where $\boldsymbol{R} \in \mathbb{R}^{3 \times 3}$ is a rotation matrix and $\boldsymbol{t} \in \mathbb{R}^{3}$ is a translation. We assume that the vertex features are invariant to this action (i.e. $\boldsymbol{f}_{u}^{\prime} \mapsto \boldsymbol{f}_{u}^{\prime}$ ) while the spatial coordinates are assumed to be equivariant (i.e. $\boldsymbol{x}_{u}^{\prime} \mapsto \boldsymbol{R} \boldsymbol{x}_{u}^{\prime}+\boldsymbol{t}$ ).

There is still the question of how to construct such an equivariant model. We will present a construction of $\mathrm{E}(n)$-equivariant message-passing GNNs from Satorras et al. [65] (where $\mathrm{E}(n)$ is the Euclidean group consisting of rotations, reflections, and translations). The model acts separately on vertex features and spatial coordinates:

$$
\begin{gathered}
\boldsymbol{f}_{u}^{\prime}=\phi\left(\boldsymbol{f}_{u}, \bigoplus_{v \in \mathcal{N}_{u}} \psi_{f}\left(\boldsymbol{f}_{u}, \boldsymbol{f}_{v},\left\|\boldsymbol{x}_{u}-\boldsymbol{x}_{v}\right\|^{2}\right)\right) \\
\boldsymbol{x}_{u}^{\prime}=\boldsymbol{x}_{u}+\sum_{v \in \mathcal{V} \backslash\{u\}}\left(\boldsymbol{x}_{u}-\boldsymbol{x}_{v}\right) \psi_{x}\left(\boldsymbol{f}_{u}, \boldsymbol{f}_{v},\left\|\boldsymbol{x}_{u}-\boldsymbol{x}_{v}\right\|^{2}\right)
\end{gathered}
$$

with distinct learnable functions $\psi_{f}$ and $\psi_{x}$. The desired invariance and equivariance properties follow from construction. The only dependence of $\boldsymbol{f}_{u}^{\prime}$ on the spatial coordinates is through the norm $\left\|\boldsymbol{x}_{u}-\boldsymbol{x}_{v}\right\|$, which is invariant to $\mathrm{E}(n)$, while $\boldsymbol{x}_{u}^{\prime}$ depends on the norm $\left\|\boldsymbol{x}_{u}-\boldsymbol{x}_{v}\right\|$ (invariant) and depends linearly on the spatial coordinates, which are equivariant to $\mathrm{E}(n)$, implying the equivariance of $\boldsymbol{x}_{u}^{\prime}$. Note that we have assumed the vertex features $\boldsymbol{f}_{u}$ are invariant to the transformation, but it might be the case that they should be equivariant (or that some of the features should be equivariant), an example being directional vectors. We can address this by separating the invariant and equivariant components and defining model updates accordingly.

### 4.3 Recurrent Neural Networks

We have primarily looked at domains modeling spatial data and have neglected sequential data such as time series, language, or videos. For sequential data we will consider time-stepbased domains $\Omega^{(t)}$, but in general we assume $\Omega^{(t)}=\Omega$ for some domain $\Omega$ and for all $t$. We consider functions on these domains $\boldsymbol{X}^{(t)} \in \mathcal{X}\left(\Omega^{(t)}\right)$. The inputs $\boldsymbol{X}^{(t)}$ may have non-trivial symmetries that we can exploit with geometric deep learning. For example, videos consist of frames on a fixed grid and medical scans consist of activations on a mesh that represents (parts of) the human body. More specifically, suppose we want to encode our input with a function $f\left(\boldsymbol{X}^{(t)}\right)$. We consider videos as an input and so we have $\boldsymbol{X}^{(t)} \in \mathbb{R}^{n \times d}$ where $n$
is the number of pixels in the frame and $d$ is the number of channels ( 3 channels for RBG, for example). In this case, one option is to let $f$ be a translation-invariant CNN that at time-step $t$ outputs $\boldsymbol{z}^{(t)}=f\left(\boldsymbol{X}^{(t)}\right) \in \mathbb{R}^{k}$.

We still need to aggregate information across time-steps to properly model $\boldsymbol{z}^{(t)}$. We will do this using recurrent neural networks (RNNs) and, furthermore, we will show a special temporal translation symmetry property.


Figure 4.5: Vanilla RNN Architecture: Frames $\boldsymbol{X}^{(t)}$ Encoded to $\boldsymbol{z}^{(t)}=f\left(\boldsymbol{X}^{(t)}\right)$ and Hidden States Updated via $\boldsymbol{h}^{(t)}=R\left(\boldsymbol{z}^{(t)}, \boldsymbol{h}^{(t-1)}\right)$.

We presented the vanilla RNN in Chapter 1 and will do so again. See Figure 4.5 (Page 91, Figure 19 of Bronstein et al. [1]) for a visual of the architecture. This architecture computes $m$-dimensional hidden states $\boldsymbol{h}^{(t)} \in \mathbb{R}^{m}$ via an update function $R: \mathbb{R}^{k} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ :

$$
\boldsymbol{h}^{(t)}=R\left(\boldsymbol{z}^{(t)}, \boldsymbol{h}^{(t-1)}\right)
$$

A standard approach is to update the hidden states with a fully-connected layer, that is:

$$
\boldsymbol{h}^{(t)}=\sigma\left(\boldsymbol{W} \boldsymbol{z}^{(t)}+\boldsymbol{U} \boldsymbol{h}^{(t-1)}+\boldsymbol{b}\right),
$$

where $\sigma$ is a non-linear activation function such as $\operatorname{ReLU}$ and $\boldsymbol{W} \in \mathbb{R}^{k \times m}, \boldsymbol{U} \in \mathbb{R}^{m \times m}$, and $\boldsymbol{b} \in \mathbb{R}^{m}$ are learnable weights. Note that RNNs are trained using backpropagation through
time, which unrolls the computation graph of the network.
The hidden states $\boldsymbol{h}^{(t)}$ are a vector representation summing the available information at time-step $t$. These can be used in downstream tasks for prediction. Generally, we use $\boldsymbol{h}^{(T)}$ where $T$ is the final time-step. The initial hidden state $\boldsymbol{h}^{(0)}$ can be made learnable but it must be initialized (usually either to $\mathbf{0}$ or randomly initialized). The value of $\boldsymbol{h}^{(0)}$ is of particular interest to an RNN's translation equivariance, which we now explore.

The components of the RNN consist of discrete time-steps on a one-dimensional grid. We at first naively attempt to show an equivariance to the left-shift of the form $\boldsymbol{z}^{\prime(t)}=\boldsymbol{z}^{(t+1)}$. For this equivariance to hold we require $\boldsymbol{h}^{\prime(t)}=\boldsymbol{h}^{(t+1)}$ but this does not hold in general. Note that for $t=1$ we have

$$
\boldsymbol{h}^{\prime(1)}=R\left(\boldsymbol{z}^{\prime(1)}, \boldsymbol{h}^{(0)}\right)=R\left(\boldsymbol{z}^{(2)}, \boldsymbol{h}^{(0)}\right)
$$

and

$$
\boldsymbol{h}^{(2)}=R\left(\boldsymbol{z}^{(t)}, \boldsymbol{h}^{(1)}\right)=R\left(\boldsymbol{z}^{(2)}, R\left(\boldsymbol{z}^{(1)}, \boldsymbol{h}^{(0)}\right)\right)
$$

Thus

$$
\boldsymbol{h}^{\prime(1)}=\boldsymbol{h}^{(2)} \Longrightarrow \boldsymbol{h}^{(0)}=R\left(\boldsymbol{z}^{(1)}, \boldsymbol{h}^{(0)}\right),
$$

which is not true in general. Note that this is one of many constraints, the rest would be derived by looking at $t>1$.

With the naive approach we ran into issues with boundary conditions. We can instead consider a $t^{\prime}$-translated and left-padded state (with $t^{\prime} \geq 1$ ):

$$
\boldsymbol{z}^{*(t)}=\left\{\begin{array}{ll}
\mathbf{0} & t \leq t^{\prime} \\
\boldsymbol{z}^{\left(t-t^{\prime}\right)} & t>t^{\prime}
\end{array} .\right.
$$

Letting $\boldsymbol{z}^{\prime(t)}=\boldsymbol{z}^{*(t+1)}$ we have

$$
\boldsymbol{h}^{\prime(1)}=R\left(\boldsymbol{z}^{\prime(1)}, h^{(0)}\right)=R\left(\boldsymbol{z}^{*(2)}, h^{(0)}\right)
$$

and

$$
\boldsymbol{h}^{(2)}=R\left(\boldsymbol{z}^{*(2)}, \boldsymbol{h}^{(1)}\right)=R\left(\boldsymbol{z}^{*(1)}, \boldsymbol{h}^{(0)}\right)=R\left(\boldsymbol{z}^{*(2)}, R\left(\mathbf{0}, \boldsymbol{h}^{(0)}\right)\right) .
$$

We thus have the desired equivariance: $\boldsymbol{h}^{\prime(t)}=\boldsymbol{h}^{(t+1)}$ if $\boldsymbol{h}^{(0)}=R\left(\mathbf{0}, \boldsymbol{h}^{(0)}\right)$. This means $\boldsymbol{h}^{(0)}$ must be a fixed point of the function $\gamma(\boldsymbol{h})=R(\mathbf{0}, \boldsymbol{h})$. For appropriately chosen $R$ we can guarantee the existence of such a $\boldsymbol{h}^{(0)}$. Moreover, if $\gamma$ is a contraction (i.e. $\|\gamma(\boldsymbol{x})-\gamma(\boldsymbol{y})\| \leq r\|\boldsymbol{x}-\boldsymbol{y}\|$ with $r \in[0,1))$ then the iteration $\boldsymbol{h}_{0}=0, \boldsymbol{h}_{k+1}=\gamma\left(\boldsymbol{h}_{k}\right)$ converges to a (unique) fixed point via the Banach fixed point theorem. We could continue iterating until finding $n$ such that $\boldsymbol{h}_{n}=\boldsymbol{h}_{n+1}$ at which point we set $\boldsymbol{h}^{(0)}=\boldsymbol{h}_{n}$.

It is worth noting certain pathologies with RNNs. Because of their sequential structure they are, in a certain sense, always deep. There do exist deep RNNs though that consist
of multiple RNN layers composed with each other. RNNs face the vanishing gradient and exploding gradient problems. What this means for the former problem is that components of the gradient that have magnitude significantly less than 1 accumulate and multiplication of these components leads to an approximately 0 (vanished) gradient. On the other hand, too large gradient components (with magnitude greater than 1) can accumulate leading to a very large (exploding) gradient. Dealing with these challenges has lead to the use of gating mechanisms in various RNN architectures, which we will explore next.

### 4.3.1 Long Short-Term Memory

RNNs today use gating mechanisms to maintain "memory" and "forget" things. There are two popular architectures, the long short-term memory or LSTM [45] and the gated recurrent unit (GRU) [66]. Here we will study a specific LSTM implementation [46].

LSTMs use a memory cell which at each time-step $t$ computes a cell state $\boldsymbol{c}^{(t)} \in \mathbb{R}^{m}$ based on the previous cell state $\boldsymbol{c}^{(t-1)}$ as well as the previous hidden state $\boldsymbol{h}^{(t-1)}$ and the current encoded input $\boldsymbol{z}^{(t)}$. The hidden state $\boldsymbol{h}^{(t)}$ is computed using $\boldsymbol{c}^{(t)}$. To compute the cell state, we first compute candidate features with a fully-connected layer:

$$
\boldsymbol{c}^{\prime(t)}=\tanh \left(\boldsymbol{W}_{c} \boldsymbol{z}^{(t)}+\boldsymbol{U}_{c} \boldsymbol{h}^{(t-1)}+\boldsymbol{b}_{c}\right),
$$

where $\tanh (x)=\frac{e^{2 x}-1}{e^{2 x}+1}$ is the hyperbolic tangent activation and $\boldsymbol{W}_{c}, \boldsymbol{U}_{c}$, and $\boldsymbol{b}_{c}$ are learnable weights.

Next we compute gating vectors using $\boldsymbol{z}^{(t)}$ and $\boldsymbol{h}^{(t-1)}$. Specifically, we compute an input gate $\boldsymbol{i}^{(t)}$, forget gate $\boldsymbol{f}^{(t)}$, and output gate $\boldsymbol{o}^{(t)}$ using a fully-connected layer and the logistic sigmoid activation function $\sigma(x)=\frac{1}{1+e^{-x}}$ :

$$
\begin{aligned}
\boldsymbol{i}^{(t)} & =\sigma\left(\boldsymbol{W}_{i} \boldsymbol{z}^{(t)}+\boldsymbol{U}_{i} \boldsymbol{h}^{(t-1)}+\boldsymbol{b}_{i}\right) \in[0,1]^{m} \\
\boldsymbol{f}^{(t)} & =\sigma\left(\boldsymbol{W}_{f} \boldsymbol{z}^{(t)}+\boldsymbol{U}_{f} \boldsymbol{h}^{(t-1)}+\boldsymbol{b}_{f}\right) \in[0,1]^{m}
\end{aligned}
$$

and

$$
\boldsymbol{o}^{(t)}=\sigma\left(\boldsymbol{W}_{o} \boldsymbol{z}^{(t)}+\boldsymbol{U}_{o} \boldsymbol{h}^{(t-1)}+\boldsymbol{b}_{o}\right) \in[0,1]^{m},
$$

where $\boldsymbol{W}_{*}, \boldsymbol{U}_{*}, \boldsymbol{b}_{*}$ are all learnable parameters.
Finally, we update the cell state and hidden state via using element-wise multiplication (indicated by $\odot$ ):

$$
\begin{gathered}
\boldsymbol{c}^{(t)}=\boldsymbol{i}^{(t)} \odot \boldsymbol{c}^{\prime(t)}+\boldsymbol{f}^{(t)} \odot \boldsymbol{c}^{(t-1)} \\
\boldsymbol{h}^{(t)}=\boldsymbol{o}^{(t)} \odot \tanh \left(\boldsymbol{c}^{(t)}\right)
\end{gathered}
$$

Note that the input gate weights the candidate features, the forget gate weights the previous cell state (i.e. what to remember/forget from the past), and the output gate is used to update the hidden state. We could encode these update rules with an operator $R$ and write

$$
\left(\boldsymbol{h}^{(t)}, \boldsymbol{c}^{(t)}\right)=R\left(\boldsymbol{z}^{(t)},\left(\boldsymbol{h}^{t-1}, \boldsymbol{c}^{(t-1)}\right)\right) .
$$

LSTMs are effective at dealing with the vanishing gradients probably and they additionally offer time-warping invariance [67], which we explore now.

Suppose we are applying an RNN to a continuous $z(t)$ (analogous to our encoded input). Let $h(t)$ be a continuous analog to our hidden states $\boldsymbol{h}^{(t)}$. A first-order Taylor approximation gives:

$$
h(t+\delta) \approx h(t)+\delta \cdot \frac{d h(t)}{d t}
$$

We consider $\delta=1$ for our discrete case and note that our RNN update function $R$ is such that

$$
\frac{d h(t)}{d t}=h(t+1)-h(t)=R(z(t+1), h(t))-h(t)
$$

We want our model to be (approximately) invariant to the sampling of $z(t)$ (in the timedomain). Let $\tau: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be a time-warping map, that is an automorphism of time that is differentiable and monotonically increasing $\left(\frac{d \tau}{d t}>0\right)$. We say a class of models is time-warping invariant if for any model of that class and any time-warping map $\tau$ there exists another model in the class that acts on the time-warped inputs identically to how the original model acts on the un-warped inputs. The value of this invariance is that it implies that a model class is able to model long-range dependencies (which can be thought of as a time dilation). LSTMs (and more generally gated RNNs) satisfy this invariance, giving theoretical justification for their success in modeling long-range dependencies.

Time-warping by $\tau$ maps our encoded input to $z(\tau(t))$. To satisfy invariance, we want to show that the hidden state is warped to $h(\tau(t))$. We use a first-order Taylor series and the chain rule to find:

$$
\begin{gathered}
\frac{d(h(\tau(t)))}{d \tau(t)}=R(z(\tau(t+1)), h(\tau(t)))-h(\tau(t)) \quad \text { (Taylor expansion) } \\
\frac{d(h(\tau(t)))}{d t}=\frac{d(h(\tau(t)))}{d \tau(t)} \frac{d \tau(t)}{d t}=\frac{d \tau(t)}{d t}(R(z(\tau(t+1)), h(\tau(t)))-h(\tau(t))) \quad \text { (chain rule). }
\end{gathered}
$$

Note that we need the derivative of the time-warping relative to normal time $\frac{d \tau(t)}{d t}$. We can estimate this with a learnable function $\Gamma$ (such as a neural network): $\Gamma(z(t+1), h(t)) \approx \frac{d \tau(t)}{d t}$.

For an RNN on the time-warped domain the encoded inputs $\boldsymbol{z}^{(t)}$ and hidden states $\boldsymbol{h}^{(t)}$, correspond to $z(\tau(t))$ and $h(\tau(t))$, respectively. We again use a first-order Taylor expansion to derive the necessary condition for invariance:

$$
h(\tau(t+\delta)) \approx h(\tau(t))+\delta \cdot \frac{d h(\tau(t))}{d t}
$$

We set $\delta=1$ and discretize to find

$$
\boldsymbol{h}^{(t+1)}=\boldsymbol{h}^{(t)}+\frac{d \tau(t)}{d t}\left(R\left(\boldsymbol{z}^{(t+1)}, \boldsymbol{h}^{(t)}\right)-\boldsymbol{h}^{(t)}\right)
$$

$$
\begin{gathered}
=\frac{d \tau(t)}{d t} R\left(\boldsymbol{z}^{(t+1)}, \boldsymbol{h}^{(t)}\right)+\left(1-\frac{d \tau(t)}{d t}\right) \boldsymbol{h}^{(t)} \\
\approx \Gamma\left(\boldsymbol{z}^{(t+1)}, \boldsymbol{h}^{(t)}\right) R\left(\boldsymbol{z}^{(t+1)}, \boldsymbol{h}^{(t)}\right)+\left(1-\Gamma\left(\boldsymbol{z}^{(t+1)}, \boldsymbol{h}^{(t)}\right)\right) \boldsymbol{h}^{(t)}
\end{gathered}
$$

where we substitute $\Gamma$ for $\frac{d \tau(t)}{d t}$. As a sanity check, note that for vanilla RNNs the term on the right in the above expression is not present implying $\frac{d \tau(t)}{d t}=1$ (i.e. $\tau=t$ ), and so vanilla RNNs are not time-warping invariant.

A few properties from our analysis motivate gated RNNs, in particular the LSTM. Note that we require $\frac{d \tau(t)}{d t}<1$ in our expression for $\boldsymbol{h}^{(t+1)}$. This makes sense intuitively, since otherwise the warping could be "too fast" and result in us missing a data point at some time step in our discretization. We also require $\frac{d \tau(t)}{d t}>0$ for monotonicity implying

$$
\frac{d \tau(t)}{d t} \in(0,1) \Longrightarrow \Gamma\left(\boldsymbol{z}^{(t+1)}, \boldsymbol{h}^{(t)}\right) \in(0,1)
$$

For $\Gamma$ to satisfy the above constraint we could define it using a fully-connected layer with logistic sigmoid activation $\sigma$ :

$$
\Gamma\left(\boldsymbol{z}^{(t+1)}, \boldsymbol{h}^{(t)}\right)=\sigma\left(\boldsymbol{W}_{\Gamma} \boldsymbol{z}^{(t+1)}+\boldsymbol{U}_{\Gamma} \boldsymbol{h}^{(t)}+\boldsymbol{b}_{\Gamma}\right),
$$

with learnable weights $\boldsymbol{W}_{\Gamma}, \boldsymbol{U}_{\Gamma}, \boldsymbol{b}_{\Gamma}$. This matches the gating vector equations of the LSTM precisely. In fact, the multidimensionality of the gating vectors for an LSTM allows for timewarping invariance in multiple dimensions of $\boldsymbol{h}^{(t)}$ (with potentially different time-warpings in each dimension) [68].

Now that we have extensively developed the theory of geometric deep learning and applied it to existing neural network architectures we will conclude this thesis with a chapter on applications to real-world data and the broader field of machine learning.

## Chapter 5

## Applications

We conclude our foray into geometric deep learning by exploring its applications across numerous fields. Our initial discussion will regard the success of machine learning as a whole given that many of the most popular architectures, namely convolutional neural networks (CNNs), transformers, and graph neural networks (GNNs), are geometric deep learning models. We then explore practical applications in a diverse array of fields by summarizing several works in the literature and we include a high-level discussion of geometric deep learning in AlphaFold [9], the breakthrough protein structure and folding model by DeepMind. The curious reader is recommended to further investigate these works or related ones per their interest.

### 5.1 Machine Learning

While machine learning has impacted a massive number of fields, we will focus on computer vision (CV) and natural language processing (NLP), two fields in which it has been particularly successful in.

CNN models have revolutionized computer vision. This architecture has its humble beginnings as early as 1989 with LeNet [7] but really took the stage in 2012 with AlexNet [69], which in fact was a pivotal moment for deep learning as a whole. Since then the ResNet [47] (residual CNN) and ConvNeXt [70] architectures, among others, have been introduced. More recently, transformer architectures have been extended to images beginning with the vision transformer (ViT) [71]. ViT models have achieved state-of-the-art on many image tasks and are tied with CNNs. Some ViT architectures use convolution for enhanced results, an example being ConViT [72]. The generality of the transformer architecture is very exciting and as a result and we are currently seeing an increased popularity in multi-modal models such as VATT [73], which can learn using multiple kinds of data at the same time (such as images + video + audio + text $)$.

Prior to the advent of the transformer architecture, recurrent neural networks (RNNs)
were used in NLP, an example being the seq2seq (sequence-to-sequence) model [74]. These models are no longer state-of-the-art though and are being replaced by transformers. In particular, the bidirectional transformer model BERT [75] and GPT (generative pre-trained transformer) [6] have had a major impact in the field. We have already mentioned GPT-3, the state-of-the-art breaking massive 175 billion parameter language model by OpenAI, in this work but it is worth mentioning again (and certainly worth further investigation by the interested reader) given how game-changing it is.

It is important to note that CV and NLP are certainly not the only fields impacted by deep learning, but for the sake of brevity we do not delve into many of these other fields and instead opt to cover specific works that utilize geometric deep learning to a substantial extent.

### 5.2 Biochemistry: Molecules and Proteins

Molecules and proteins rely heavily on geometric structure and offer prominent use cases for geometric deep learning. For example, protein function is highly dependent on structure, which is usually modeled as a 3-dimensional fold. Furthermore, both of these objects can immediately be modeled as graphs with molecules, for example, consisting of atoms (vertices) and bonds between atoms (edges). This representation of molecules via molecular graphs allows for modeling them with GNNs and other geometric deep learning methods. The work by Atz et al. [76] covers the application of many of the methods we have discussed in this work, including GNNs, 3-D and Mesh CNNs, and transformers, to molecular representations.

Proteins and molecules are invariant to rotations and translations and can be invariant to reflections (when properties such as chirality are not a concern). Naturally then, we are particularly interested in model equivariance under $\mathrm{SE}(3)$ and $\mathrm{E}(3)$. Satorras et al. [65] develop $\mathrm{E}(n)$-equivariant GNNs and apply them to predicting molecular properties and Batzner et al. [77] use these models for predicting interatomic potentials. Fuchs et al. develop the $\mathrm{SE}(3)$-transformer [78] and also apply them to molecular property modeling. These techniques can be extended to protein-protein and protein-ligand interactions as well. For example, EQUIDOCK [79] and EQUIBIND [80] use SE(3)-equivariance for protein docking and protein binding, respectively.

For more examples of relevant works, we refer the reader to $[10,81,82,83,84,85]$.

### 5.2.1 AlphaFold

DeepMind's AlphaFold, which we have mentioned multiple times in this work already, is a hallmark work of geometric deep learning and perhaps of deep learning itself given how substantial of a scientific breakthrough it is. The model uses geometric techniques to model protein structures and is able to predict protein folds with substantial accuracy.

The AlphaFold 2 model [9] introduced multiple innovations, many of which fit in the scope of geometric deep learning. The model can be broken up into two components, the evoformer and the structure module. The evoformer is a transformer architecture modified for using evolutionary protein data. The attention mechanisms used in the evoformer are also designed for geometric protein constraints, such as the triangle inequality. The structure module incorporates $\mathrm{SE}(3)$-invariance in order to make the entire model $\mathrm{SE}(3)$-equivariant. This is achieved by viewing each amino acid residue as a frame represented by a tuple $T_{i}=$ ( $\boldsymbol{R}_{i}, \boldsymbol{t}_{i}$ ) corresponding to the rotational and translational components of an element of $\mathrm{SE}(3)$ (i.e. $\quad \boldsymbol{R}_{i} \in \mathbb{R}^{3 \times 3}, \boldsymbol{R}_{i}^{\top} \boldsymbol{R}_{i}=\mathbb{1}=\boldsymbol{R}_{i} \boldsymbol{R}_{i}^{\top}$, $\operatorname{det} \boldsymbol{R}_{i}=1$ and $\boldsymbol{t}_{i} \in \mathbb{R}^{3}$ ). They use a special attention mechanism called invariant point attention that uses $\mathrm{SE}(3)$ coordinate frames to achieve the desired invariance. See Figure 5.1 ("AlphaFold" - DeepMind) for a visual of AlphaFold's success in modeling protein structure. We could certainly go into much greater detail regarding AlphaFold but for brevity we instead refer the curious reader to their paper or to DeepMind's blog post ${ }^{1}$.


Figure 5.1: Two Target Proteins Modeled by AlphaFold - GDT Metric is Global Distance Test (Ranging from 0 to 100)

We also note that there has been great interest in the model in the literature with some noting the importance of attention and symmetries (key to geometric deep learning) in AlphaFold [15]. AlphaFold has been combined with graph transformers to predict protein-DNA binding [86]. DeepMind themselves have extended AlphaFold to predict protein multimer folds [87]. It is exciting to think about what will come next after this game-changing innovation.

[^4]
### 5.3 Healthcare

Medicine offers many contexts in which geometric deep learning may be useful, including modeling parts of the human body (such as organs) as meshes and working with patient networks. CNNs, for example, can be used to diagnose diseases from retinal scans [88]. Furthermore, $\mathrm{SE}(3)$-equivariant CNNs were found to outpeform vanilla CNNs on pulmonary node detection [89]. Meshes can be used to model human faces and mesh CNNs can predict faces from an individual's genetic-related demographics [90]. Furthermore, graph convolutional networks (GCNs) can be used with functional brain data (generally from an fMRI) [91] or on patient networks [92] to diagnose brain disorders such as autism. For more examples of relevant works, we refer the reader to [93, 94, 95].

### 5.4 Networks

Networks naturally have a graph structure suggesting that GNNs can be useful for dealing with them. Pinterest's PinSage model [96] enabled graph representation learning for graphs with millions of nodes and billions of edges. This work was followed up with graph-based recommender systems from the e-commerce companies Amazon [97] and Alibaba [98]. A similar use case is with social networks, an example being the GNN-based misinformation detection algorithm by Fabula AI [99] (acquired by Twitter).


Figure 5.2: Percentage Improvements in Google Maps ETAs with GNNs

Traffic networks can also be modeled using GNNs. DeepMind used GNNs for modeling estimated times of arrival (ETAs) around the world [100]. This work has already been deployed in Google Maps. Baidu has had similar success with their ConSTGAT model [101], which is based on graph attention. See Figure 5.2 ("Traffic prediction with advanced Graph Neural Networks" - DeepMind) for a visual of \%-improvements of Google Maps ETAs from using GNNs.

For more examples of relevant works, we refer the reader to $[102,103]$.

### 5.5 The Metaverse: Virtual and Augmented Reality

The term "metaverse" has been thrown around recently. It generally refers to a digital analog of what we consider the real world [104] and is being realized via virtual and augmented reality technologies. The value of geometry in this context is clear given that our world is geometric and smooth (i.e. if you take two steps to the left and turn around you do so continuously and you are still the same person). Lin et al. [105] develop sparse steerable convolution (SS-Conv) using sparse tensors to perform SE(3)-equivariant convolution. They apply their model to estimating object poses. The recently introduced FaceFormer [106] uses a transformer architecture to estimate facial movements according to input speech, which has the potential of making speech in the metaverse more realistic. Dundar et al. [107] use mesh learning and a custom attention mechanism to estimate 3-dimensional representations of objects from 2-D images. See Figure 5.3 (Figure 1 of Dundar et al. [107]) for examples from their work. For more examples of relevant works we refer the reader to $[108,109,110$, 111, 112].


Figure 5.3: 3-D Representations of Cars from 2-D Images (using model from Dundar et al. [107])
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## Appendix

Here we provide supplementary mathematical background that enhances the thesis. Note that the definitions we provide are, generally speaking, more abstract than necessary.

Definition 17 (Norm). A norm on a vector space $X$ (over $F$ a sub-field of $\mathbb{C}$ ) is a function $\|\cdot\|: X \rightarrow \mathbb{R}$ satisfying the following properties for all $x, y \in X$ and $c \in F$ :

1. $\|c x\|=|c| \cdot\|x\|$ (absolute homogeneity)
2. $\|x+y\| \leq\|x\|+\|y\|$ (triangle inequality)
3. $\|x\|=0 \Longleftrightarrow x=0$ (positive definiteness)

In general, we use $\|\cdot\|$ to denote the $L^{2}$-norm defined in Definition 18.
Definition 18 ( $L^{p}$-norm). Let $p \geq 1$ be a real number.

For a vector $\boldsymbol{x} \in \mathbb{R}^{n}$ the $L^{p}$-norm (or $p$-norm) of $\boldsymbol{x}$ is

$$
\|\boldsymbol{x}\|_{p}=\left(\sum_{i=1}^{p} x_{i}^{p}\right)^{1 / p}
$$

Note that the $L^{2}$-norm (or 2-norm) is the Euclidean distance.
For a function $f: X \rightarrow \mathbb{R}$ the $L^{p}$-norm (or $p$-norm) of $f$ is

$$
\|f\|_{p}=\left(\int_{X}|f|^{p} d x\right)^{1 / p}
$$

Definition 19 ( $L^{p}$ Space). The $L^{p}$ space on domain $X$, denoted as $L^{p}(X)$, consists of all functions $f: X \rightarrow \mathbb{R}$ with finite $L^{p}$-norm: $\|f\|_{p}<\infty$.

Definition 20 (Isomorphism and Automorphism). Given two mathematical objects $X$ and $Y$ an isomorphism between $X$ and $Y$ is a function $f: X \rightarrow Y$ that preserves the structure of the objects and can be reversed by an inverse $f^{-1}: Y \rightarrow X$ (which also preserves structure). We write $X \cong Y$ if $X$ and $Y$ are isomorphic. An automorphism on $X$ is an isomorphism between $X$ and itself. We refer to the group of automorphisms on $X$ as $\operatorname{Aut}(X)$. Examples of isomorphisms include:

1. Bijections (Definition 21) on sets
2. Group isomorphisms (Definition 22)
3. Graph isomorphisms (Definition 14)
4. Homeomorphisms (Definition 30) on topological spaces
5. Bijective isometries (Definition 24) on metric spaces
6. Diffeomorphisms (Definition 38) on differential manifolds

Definition 21 (Bijection). Given sets $X$ and $Y$ we say the map $f: X \rightarrow Y$ is bijective if it satisfies the following two properties:

1. $f$ is one-to-one (also known as injective): $f\left(x_{1}\right)=f\left(x_{2}\right)$ if and only if $x_{1}=x_{2}$
2. $f$ is onto (also known as surjective): for any $y \in Y$ there exists $x \in X$ such that $f(x)=y$

Note that a bijection between $X$ and $Y$ admits an inverse $f^{-1}$ and implies that the cardinalities of the sets are equal: $|X|=|Y|$. An injection of $X$ into $Y$ implies $|X| \preceq|Y|$ while a surjection of $X$ onto $Y$ implies $|X| \succeq|Y|$.

Definition 22 (Group Isomorphism). Given two groups $(\mathfrak{G}, \cdot)$ and $(\mathfrak{H}, *)$ a group isomorphism between $\mathfrak{G}$ and $\mathfrak{H}$ is a bijection $f: \mathfrak{G} \rightarrow \mathfrak{H}$ that respects the group structure:

$$
f\left(\mathfrak{g}_{1} \cdot \mathfrak{g}_{2}\right)=f\left(\mathfrak{g}_{1}\right) * f\left(\mathfrak{g}_{2}\right), \forall \mathfrak{g}_{1}, \mathfrak{g}_{2} \in \mathfrak{G} .
$$

Definition 23 (Distance). A distance (or metric) on $X$ is a function $d: X \times X \rightarrow[0, \infty)$ that satisfies the following properties for any $x, y, z \in X$ :

1. $d(x, y)=0 \Longleftrightarrow x=y$ (identity of indiscernibles)
2. $d(x, y)=d(y, x)$ (symmetry)
3. $d(x, z) \leq d(x, y)+d(y, z)$ (triangle inequality)

Note that we can derive the non-negativity of $d$ using the above properties. We call $(X, d)$ a metric space and often omit the $d$ when it is clear from context.

Definition 24 (Isometry). Given two metric spaces $\left(X, d_{X}\right)$ and $\left(Y, d_{Y}\right)$ an isometry is a map $f: X \rightarrow Y$ that preserves distance:

$$
d_{X}\left(x_{1}, x_{2}\right)=d_{Y}\left(f\left(x_{1}\right), f\left(x_{2}\right)\right), \forall x_{1}, x_{2} \in X
$$

Definition 25 (Topological Space). Given a set $X$ and a corresponding set of subsets $\tau$ we call $(X, \tau)$ a topological space if:

1. $\emptyset \in \tau$ and $X \in \tau$
2. Any arbitrary union of elements of $\tau$ is contained in $\tau$
3. Any finite intersection of elements of $\tau$ is contained in $\tau$

We refer to $\tau$ as a topology on $X$ and call the elements of $\tau$ open sets. A closed set is a subset of $X$ whose complement is contained in $\tau$.

Definition 26 (Neighborhoods). Given a topological space $X$ and a point $p \in X$ we call $V$ a neighborhood of $p$ if there exists an open set $U$ such that $p \in U \subset V$. If $U$ is an open set such that $p \in U \subset X$ then we call $U$ an open neighborhood. Furthermore, if $X$ is a metric space with distance $d$ then the open ball of radius $r$ about $p: B_{r}(p)=\{x \in X: d(x, p)<r\}$ is an open neighborhood of $p$. Note that we often use the term $\varepsilon$-neighborhood of $p$ to refer to the ball $B_{\varepsilon}(p)$.

Definition 27 (Hausdorff). A topological space $X$ is Hausdorff if any two points in $X$ can be separated by neighborhoods. Specifically, for any distinct $x, y \in X$ there exist disjoint open neighborhoods $U \ni x$ and $V \ni y$ (i.e. $U \cap V=\emptyset, U, V \subset X$ ). Note that most spaces we encounter will be Hausdorff.
Example: The Euclidean space $\mathbb{R}^{n}$ is Hausdorff.
Definition 28 (Second-Countable). A topological space $X$ is second-countable if there is a countable collection of open subsets $\mathcal{U}=\left\{U_{i}: i \in \mathbb{N}\right\}$ such that any open $U \subset X$ can be written as $U=\bigcup_{i=1}^{\infty} U_{n_{i}}$.
Example: The Euclidean space $\mathbb{R}^{n}$ is second-countable.
Definition 29 (Continuous Map). A map $f: X \rightarrow Y$ between topological spaces is continuous if the preimage of any open set in $Y$ is open in $X$ :

$$
C_{y} \text { an open subset of } Y \Longrightarrow C_{x}=f^{-1}\left(C_{y}\right)=\left\{x \in X: f(x) \in C_{y}\right\} \text { an open subset of } X
$$

Definition 30 (Homeomorphism). Given topological spaces $X$ and $Y$ we say that $f: X \rightarrow Y$ is a homeomorphism if it satisfies the following properties:

1. $f$ is a bijection between $X$ and $Y$
2. $f$ and $f^{-1}$ are continuous maps

Definition 31 (Manifold). We require the following definition:
Definition 32 (Locally Euclidean). We say a topological space $X$ is locally Euclidean if there exists $n \in \mathbb{N}$ such that for every point $p \in X$ there exists a neighborhood $V_{p}$ of $p$ such that $V_{p}$ is homeomorphic to $\mathbb{R}^{n}$.

A manifold (or topological manifold) is a locally Euclidean Hausdorff topological space. We say that $M$ is an $n$-manifold if it is a manifold with neighborhoods homeomorphic to $\mathbb{R}^{n}$. Examples: The Euclidean space $\mathbb{R}^{n}$ is an $n$-manifold. The $n$-sphere (sphere in $n+1$ dimensional real space) $S_{n}=\left\{x \in \mathbb{R}^{n+1}:\|x\|=1\right\}$ is an $n$-manifold.

Definition 33 (Atlases and Charts). For a topological space $X$ a chart on $X$ is a pair $(U, \varphi)$ consisting of an open subset $U \subset X$ and $\varphi$ a homeomorphism from $U$ to an open subset of $\mathbb{R}^{n}$. An atlas for $X$ is a collection of charts on $X:\left\{\left(U_{\alpha}, \varphi_{\alpha}\right): \alpha \in I\right\}$ such that $X=\bigcup_{\alpha \in I} U_{\alpha}$ (the collection of open sets covers $X$ ). Note that a manifold can be described using an atlas where each chart describes a specific region of the manifold.

Definition 34 (Differentiable Atlas). A differentiable atlas for a topological space $X$ is a collection of charts on $X$ such that for any two charts $(U, \varphi)$ and $(V, \psi)$ in the atlas the transition map $\psi \circ \varphi^{-1}$ is differentiable. Note that the transition map is a homeomorphism from $\varphi(U \cap V) \rightarrow \psi(U \cap V)$ (we assume $U \cap V \neq \emptyset$ ).

The motivation for this definition is the possibility of differential calculus on $X$. If we consider $f: X \rightarrow \mathbb{R}$ and $g: \mathbb{R} \rightarrow X$ we note that we have functions between Euclidean spaces:

$$
f \circ \varphi^{-1}=\left(f \circ \psi^{-1}\right) \circ\left(\psi \circ \varphi^{-1}\right): \mathbb{R}^{n} \rightarrow \mathbb{R}
$$

with domain $\varphi(U \cap V)$ and

$$
\varphi \circ g=\left(\varphi \circ \psi^{-1}\right) \circ(\psi \circ g): \mathbb{R} \rightarrow \mathbb{R}^{n} .
$$

From the decompositions above we see that for the maps $f \circ \varphi^{-1}$ and $\varphi \circ g$ to be differentiable we require that $\psi \circ \varphi^{-1}$ be differentiable, which is the definition of the differentiable atlas.

We note that differentiable can have many meanings. It could mean $k$-times differentiable which would give a $C^{k}$ atlas. We will take it to mean infinitely differentiable or smooth giving a $C^{\infty}$ atlas.

Lastly, the differentiable atlas admits a maximal differentiable atlas consisting of all charts that are differentiably compatible (i.e. adding the chart to the differentiable atlas produces a differentiable atlas) with said differentiable atlas.

Definition 35 (Differential Manifold). A differential manifold (or differentiable manifold or smooth manifold) is a Hausdorff and second-countable topological space $M$ with a maximal differentiable atlas on $M$.
Examples: The Euclidean spaces $\mathbb{R}^{n}$ and the $n$-spheres are differential manifolds.
Definition 36 (Lie Group). A Lie group is a group $\mathfrak{G}$ that is also a smooth manifold.
Definition 37 (Differentiable Map). A continuous map between smooth manifolds $f: M \rightarrow$ $N$ is differentiable if for any chart $(U, \varphi)$ on $M$ and any chart $(V, \psi)$ on $M$ the following map between (subsets) of Euclidean spaces is differentiable:

$$
\psi \circ f \circ \varphi^{-1}: \varphi\left(U \cap f^{-1}(V)\right) \rightarrow \psi(V)
$$

Definition 38 (Diffeomorphism). A diffeomorhphism between two smooth manifolds $M$ and $N$ is a differential map $f: M \rightarrow N$ that is bijective and with differentiable inverse $f^{-1}$. We say $f$ is a $C^{k}$-diffeomorphism if $f$ and its inverse are $k$ times continuously differentiable.

Definition 39 (Tangent Space). Given an $n$-manifold $M$ the structure constructed by attaching a tangential copy of $\mathbb{R}^{n}$ to each point $x \in M$ is the tangent space $T_{x} M$. A tangent vector is an element of the tangent space $v \in T_{x} M$. See Figure 5.4 ("Tangent Space" Wikipedia) below for visuals of the tangent space.

(a) Tangent Space at a Single Point on the Sphere $S^{2}=\left\{\boldsymbol{x} \in \mathbb{R}^{3}:\|\boldsymbol{x}\|_{2}=1\right\}$

(b) Tangent Space $T_{x} M$ of a General Manifold at $x \in M$ with Tangent Vector $v \in T_{x} M$ along the Curve $\gamma(t)$ through $x \in M$

Figure 5.4: Visuals of the Tangent Space
We can additionally provide a more abstract definition of the tangent space. We rely on the following definition:

Definition 40 (Equivalence Relation). An equivalence relation on a set $X$ is a binary relation $\sim$ with the following properties for all $x, y, z \in X$ :
(a) $x \sim x$ (reflexivity)
(b) $x \sim y \Longleftrightarrow y \sim x$ (symmetry)
(c) $x \sim y, y \sim z \Longrightarrow x \sim z$ (transitivity)

The equivalence class of $x \in X$ under $\sim$ is denoted as $[x]=\{y \in X: x \sim y\}$.
Suppose $M$ is a smooth $n$-manifold and consider $x \in M$. Take a coordinate chart $(\varphi, U)$ with $U \ni x$ an open subset of $M$. Take two curves $\gamma_{1}, \gamma_{2}:(-1,1) \rightarrow M$ with start points at $x=\gamma_{1}(0)=\gamma_{2}(0)$ and suppose that $\varphi \circ \gamma_{1}$ and $\varphi \circ \gamma_{2}$, maps from $(-1,1)$ to $\mathbb{R}^{n}$, are differentiable. We define on equivalence relation such that the curves $\gamma_{1}$ and $\gamma_{2}$ are equivalent if the derivatives of $\varphi \circ \gamma_{1}$ and $\varphi \circ \gamma_{2}$ are equal at the point 0 . The equivalence classes induced by this equivalence relation are the tangent vectors of $M$ at $x$ and the tangent space is the set of these equivalence classes (tangent vectors). Note that this definition is independent of the selection of chart $(\varphi, U)$.

Definition 41 (Tangent Bundle). For a differential manifold $M$ the tangent bundle of $M$ is the disjoint union of tangent spaces of $M$ :

$$
T M=\bigsqcup_{x \in M} T_{x} M
$$

Note that a disjoint union is a union in which identical objects are included as duplicates with distinct labels. See Figure 5.5 ("Tangent Bundle" - Wikipedia) below for visuals of the tangent bundle of the circle $S_{1}$.


Figure 5.5: Visuals of the Tangent Bundle of the Circle $S^{1}=\left\{\boldsymbol{x} \in \mathbb{R}^{2}:\|\boldsymbol{x}\|=1\right\}$ : Unorganized (on left) and Organized into the Cylinder $S^{1} \times \mathbb{R}$ (on right)

Definition 42 (Riemannian Manifold). A Riemannian manifold is a smooth manifold $M$ with a Riemannian metric $g$ that admits a positive definite inner product $g_{x}$ on the tangent space $T_{x} M$ of each point $x \in M$ :

$$
g_{x}: T_{x} M \times T_{x} M \rightarrow \mathbb{R}, \quad g_{x}(v, v)>0 \text { for all } v \in T_{x} M \text { such that } v \neq 0
$$

We sometimes write $(M, g)$ to make the Riemannian metric explicit. See Figure 3.1 (Page 46, Figure 11 of Bronstein et al. [1]) for visuals of the basics of Riemannian geometry.
Examples: The Euclidean spaces $\mathbb{R}^{n}$ with Euclidean metric is a Riemannian manifold. The $n$-sphere with Euclidean distance restricted to tangent vectors is a Riemannian manifold.

Definition 43 (Geodesic). Suppose ( $M, g$ ) is a Riemannian manifold. For a continuously differentiable curve $\gamma:[a, b] \rightarrow M$ define the length of the curve to be

$$
\ell(\gamma)=\int_{a}^{b} \sqrt{g_{\gamma(t)}\left(\gamma^{\prime}(t), \gamma^{\prime}(t)\right)} d t
$$

Given points $x, y \in M$ a geodesic between $x$ and $y$ is a curve with start point $x$ and end point $y$ (i.e. $\gamma(a)=x$ and $\gamma(b)=y$ ) with minimal length. This length is the geodesic distance $d_{g}$ between the points $x$ and $y$ :

$$
d_{g}(x, y)=\min \{\ell(\gamma) \text { for } \gamma \text { such that } \gamma(a)=x, \gamma(b)=y\} .
$$

See Figure 5.6 ("Deriving the Surface Area of a Spherical Triangle" - Mathematics Stack Exchange) for a visual of geodesics (specifically a spherical triangle).


Figure 5.6: Spherical Triangle Formed by the Pairwise Intersections of Geodesics (the Three Great Arcs $a, b, c)$ at the Three Vertices $A, B, C$

Definition 44 (Haar Measure). The intuition behind the Haar measure is that it assigns a sort-of volume to subsets of certain kinds of groups $\mathfrak{G}$. To properly define it requires a substantial amount of mathematical machinery, which we first introduce:

Definition 45 (Topological Group). A topological group is a topological space $\mathfrak{G}$ that also forms a group $(\mathfrak{G}, \cdot)$ with a continuous operator • and continuous group inverse map: $\mathfrak{g} \mapsto \mathfrak{g}^{-1}$.
Example: The Euclidean space $\mathbb{R}^{n}$ under addition is a topological group.
Definition 46 (Compact). If $X$ is a topological space then we say it is compact if for any collection of open subsets $\mathcal{U}$ such that

$$
X=\bigcup_{U \in \mathcal{U}} U
$$

there exists a finite sub-collection $\mathcal{F} \subset \mathcal{U}$ (called a finite cover) such that

$$
X=\bigcup_{U \in \mathcal{F}} U
$$

We say $K \subset X$ is a compact subset (of $X$ ) if for any collection of open subsets $\mathcal{U}_{K}$ such that

$$
K \subset \bigcup_{U \in \mathcal{U}_{K}} U
$$

there exists a finite sub-collection $\mathcal{F}_{K} \subset \mathcal{U}_{K}$ (again called a finite cover) such that

$$
K \subset \bigcup_{U \in \mathcal{F}_{K}} U .
$$

Examples: The interval $[0,1]$ is a compact space. Any closed and bounded subset of $\mathbb{R}^{n}$ is a compact subset by the Heine-Borel theorem.

Definition 47 (Locally Compact). We say that a topological space $X$ is locally compact if for any point $p \in X$ there exists an open set $U$ and a compact set $K$ such that $x \in U \subset K$.
Examples: Compact Haussdorf spaces such as the interval $[0,1]$ are all locally compact. The space $\mathbb{R}^{n}$ is locally compact (again by Heine-Borel).

Definition 48 ( $\sigma$-algebra). Given a set $X$ a $\sigma$-algebra (on $X$ ) is a collection of subsets $\mathcal{F}$ such that:
(a) $X \in \mathcal{F}$ and $\emptyset \in \mathcal{F}$
(b) $A \in \mathcal{F} \Longrightarrow A^{c}=X \backslash A \in \mathcal{F}$ (closure under complementation)
(c) $A_{1}, A_{2}, \ldots \in \mathcal{F} \Longrightarrow \bigcup_{n=1}^{\infty} A_{n} \in \mathcal{F}$ (closure under countable union)

For $\mathcal{G}$ a collection of subsets of $X$ the $\sigma$-algebra generated by $\mathcal{G}$, denoted $\sigma(\mathcal{G})$, is the smallest sigma-algebra (minimal number of elements) that contains all elements of $\mathcal{G}$. Example: The power set of $X$ (the set of all subsets of $X$ ) $\mathcal{P}(X)=\{A: A \subset X\}$ is a $\sigma$-algebra.

Definition 49 (Measure). Given a set $X$ and $\mathcal{F}$ a $\sigma$-algebra on $X$ a measure is a function $\mu: \mathcal{F} \rightarrow[0, \infty]$ such that:
(a) $\mu(\emptyset)=0$
(b) $\mu(A) \geq 0$ for all $A \in \mathcal{F}$ (non-negativity)
(c) For $A_{1}, A_{2}, \ldots$ disjoint $\left(A_{i} \cap A_{j}=\emptyset\right)$

$$
\mu\left(\bigcup_{n=1}^{\infty} A_{n}\right)=\sum_{n=1}^{\infty} \mu\left(A_{n}\right)(\sigma \text {-additivity or countable additivity) }
$$

We say $\mu$ is non-trivial if $\mu$ is not uniquely 0 . We call $(X, \mathcal{F})$ a measurable space and $(X, \mathcal{F}, \mu)$ a measure space.
Examples: The Lebesgue measure on $\mathbb{R}^{n}$ measures the $n$-dimensional volume (length, area, and volume in 1,2 , and 3 dimensions, respectively). If we have $\mu(X)=1$ then $\mu=\mathbb{P}$ is a probability measure and $(X, \mathcal{F}, \mathbb{P})$ is a probability space.

Having defined the necessary machinery we now define the Haar measure. Suppose $\mathfrak{G}$ is a locally compact Hausdorff topological group and let $\mathcal{B}$ the Borel $\sigma$-algebra generated by all open subsets of $\mathfrak{G}$. Given $S \subset \mathfrak{G}$ we define $\mathfrak{g} S=\{\mathfrak{g} s: s \in S\}$. Haar's theorem implies the existence of a unique (up to multiplicative constant) nontrivial measure $\mu$ on $\mathcal{B}$ such that:

1. $\mu(\mathfrak{g} B)=\mu(B)$ for any $\mathfrak{g} \in \mathfrak{G}$ and Borel set $B \in \mathcal{B}$ (left-translation invariance)
2. $\mu(K)<\infty$ for all compact subsets $K \subset \mathfrak{G}$
3. $\mu$ is outer regular on Borel subsets $B \subset \mathfrak{G}$ :

$$
\mu(B)=\inf \{\mu(U): B \subset U, U \text { open }\}
$$

4. $\mu$ is inner regular on open subsets $U \subset \mathfrak{G}$ :

$$
\mu(U)=\sup \{\mu(K): K \subset U, K \text { compact }\}
$$

The above is the left Haar measure. A right Haar measure that is right-translation invariant (i.e. $\mu(B \mathfrak{g})=\mu(B)$ for Borel $B$ with $S \mathfrak{g}=\{s \mathfrak{g}: s \in S\}$ ) also exists. It is worth noting that the left and right Haar measures can be different.
Examples:

1. For a discrete group $\mathfrak{G}$ the Haar measure (both left and right) is the counting measure (which returns the number of elements in a subset).
2. The Haar measure for $\mathbb{R}^{n}$ under addition coincides with the Lebesgue measure restricted to Borel subsets of $\mathbb{R}^{n}$.
3. The Haar measure on the positive real numbers under multiplication is $\mu(B)=\int_{B} \frac{d t}{t}$ for Borel sets $B \subset \mathbb{R}$. To see the translation invariance note that for $0<x<y$ we have $\mu((x, y))=\log \frac{y}{x}$ and $\mu(c(x, y))=\log \frac{c y}{c x}=\log \frac{y}{x}$.
Definition 50 (Operator). The term operator is a stand-in for the term function.
Definition 51 (Spectrum). The spectrum of a linear operator $T$ (represented as a matrix) is the set of values $\lambda$ such that $T-\lambda \cdot \mathbb{1}$ is not invertible. Note that any eigenvalue of $T$ is contained in the spectrum of $T$.

Definition 52 (Fiber Bundle). A fiber bundle is a structure $(E, B, \pi, F)$ with $E, B, F$ topological spaces (known as the total space, base space, and fiber, respectively) and $\pi: E \rightarrow$ $B$ a continuous surjection called the projection map that is locally trivial in the following way: For every $x \in B$ there exists $U_{x} \subset B$ an open neighborhood of $x$ and a homeomorphism $\varphi: \pi^{-1}\left(U_{x}\right) \rightarrow U_{x} \times F$ such that $\pi$ coincides with $\operatorname{proj}_{U_{x}}(\varphi)$ the projection of $\varphi$ onto $U_{x}$. This condition is equivalent to the diagram below commuting for all $x \in B$ :


Note that the preimage of any point in $B$ is homeomorphic to the fiber: $\pi^{-1}(\{x\}) \cong F$ for all $x \in B$.

Definition 53 (Vector Bundle). A vector bundle is a fiber bundle $(E, B, \pi, F)$ where the fiber $F$ is a vector space.


[^0]:    ${ }^{1}$ https://deepmind.com/

[^1]:    ${ }^{2}$ https://predictioncenter.org/casp14/

[^2]:    ${ }^{3}$ https://openai.com/

[^3]:    ${ }^{4}$ The Google DeepMind challenge match - DeepMind
    ${ }^{5}$ MuZero's first step from research into the real world - DeepMind Blog

[^4]:    ${ }^{1}$ AlphaFold: a solution to a 50-year-old grand challenge in biology

